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Abstract
Overlap in baseline covariates between treated and control groups, also known as positivity or common support, is a common assumption in observational causal inference. Assessing this assumption is often ad hoc, however, and can give misleading results. For example, the common practice of examining the empirical distribution of estimated propensity scores is heavily dependent on model specification and has poor uncertainty quantification. In this paper, we propose a formal statistical framework for assessing the extrema of the population propensity score; e.g., the propensity score lies in [0.0, 0.9] almost surely. We develop a family of upper confidence bounds, which we term O-values, for this quantity. We show these bounds are valid in finite samples so long as the observations are independent and identically distributed, without requiring any further modeling assumptions on the data generating process. Finally, we demonstrate this approach using benchmark observational studies, showing how to build our proposed method into the observational causal inference workflow.
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1 Introduction
Observational studies rely on covariate balance or, more formally, covariate overlap for credible estimation of causal effects. Given a binary treatment $T$ and a set of covariates $X$, the overlap is measured by how extreme the propensity score $e(x) \equiv P(T = 1 \mid X)$ is over the covariate space. More formally, the overlap condition states that $0 < e(X) < 1$ almost surely, which is proved to be necessary for identification of the average treatment effect (ATE) without assumptions on the functional relationships between the outcome and covariates [Khan and Tamer, 2010]. Intuitively, if $e(x) = 0$ for a subset of covariate values with a non-negligible chance, the counterfactuals under the treatment can never be identified for those units, rendering the ATE on that subgroup unidentifiable. Unless untenable assumptions are imposed to extrapolate the missing counterfactual based on other units with $e(x) > 0$, the overall ATE cannot be identified.
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The above overlap condition is only sufficient to identification, which roughly amounts to consistent estimation with infinite samples. In practice where only a finite sample is available, stronger versions are needed. One of the most popular strengthened overlap condition is the strict overlap condition, which states the following:

**Condition 1 (Strict Overlap).** There exists some constant $0 < \mathcal{O} \leq 0.5$ such that

$$\mathcal{O} \leq e(X) \leq 1 - \mathcal{O} \quad \text{a.s.}$$

Although it can be replaced by weaker conditions like finite moments of $1/e(X)$ for certain tasks [e.g. Chen et al., 2008, Hirshberg and Wager, 2017, Ma and Wang, 2019, Hong et al., 2020, Lei and Candès, 2020], the strict overlap condition remains widely-used for its interpretability in practice and convenience in deriving theoretical guarantees. The common practice of trimming extreme (estimated) propensity scores [e.g. Crump et al., 2009, Yang and Ding, 2017, Ju et al., 2019] is essentially trying to achieve the strict overlap condition if any violation is observed.

The strict overlap condition motivates a natural one-number summary $\mathcal{O}^*$ of the overlap for a given data generating process — the largest $\mathcal{O}$ for which Condition 1 is satisfied. We refer to it as the *population overlap slack*. By definition, the strict overlap condition with level $\mathcal{O}$ is equivalent to $\mathcal{O}^* > \mathcal{O}$.

One common approach to assess overlap in practice is the eyeball test based on distributions of estimated propensity scores in two groups, as suggested in the textbook by Imbens and Rubin [2015, Chapter 14]. Despite some rules of thumb, it is unclear whether this approach has any provable error control for testing the strict overlap condition, or how accurate it assesses $\mathcal{O}^*$ statistically. Intuitively, this approach would fail to provide a reliable assessment when the propensity score model is miss-specified.

A natural estimator for $\mathcal{O}^*$ is the plug-in estimator resting on the extreme value of estimated propensity scores. Specifically, given an estimate $\hat{e}(x)$, we can estimate $\mathcal{O}^*$ by the minimal value of $\min\{\hat{e}(x), 1 - \hat{e}(x)\}$ over the samples. Despite its simplicity, this approach lacks reliability from a statistical perspective since the estimand $\mathcal{O}^*$ is irregular and classical statistical justification does not apply to it without discretion. On the one hand, the propensity score model may be misspecified; even a slight deviation can change the extreme $\mathcal{O}^*$ drastically. On the other hand, even if the model is correctly specified, it is challenging to quantify the uncertainty of the estimated extreme propensity score due to the irregularity of the estimator. In Appendix A, we present examples with large sample sizes and simple correctly specified parametric models, in which the plug-in estimator may still drastically overestimate or underestimate the overlap.

Because of the irregularity of the parameter $\mathcal{O}^*$, it is unrealistic to seek a consistent estimator. Instead, we introduce the O*-value. An O-value is an upper confidence bound of $\mathcal{O}^*$ in the sense that $P(\mathcal{O}^* \leq \hat{O}) \geq 1 - \alpha$. Given an O-value $\hat{O}$, the induced test which rejects Condition 1 if $\hat{O} < \mathcal{O}$ has valid type-I error control. Similar to the p-value, the O-value has a one-sided guarantee — a small O-value provides strong evidence of insufficient overlap while a large O-value does not justify sufficient overlap. Therefore, an O-value is a “detector” of overlap deficiency instead of an “estimator" of the amount of overlap. We put a “hat” on $\mathcal{O}$ just to highlight that an O-value is a statistic that is computed from data instead of an unknown population parameter.

Apparently 0.5 is a valid but futile O-value regardless of the model, just as 1 is a valid but useless p-value. In this paper, we propose four types of O-values — Difference-in-Means (DiM), Difference-in-Tails (DiT), Difference-in-Ranks (DiR) and Classification Error (CE) O-values — which are valid in finite samples without any modelling assumption, given independent and identically distributed (i.i.d.) observations $(T_i, X_i)_{i=1}^n$. As with the eyeball test, our method operates on the estimated propensity scores via arbitrary statistical or machine learning methods. However, instead of taking the extreme value directly, our method tackles with more estimable upper bounds of $\mathcal{O}^*$. In a nutshell, our test can take advantage of modern machine learning algorithms to estimate propensity scores; but rather than hoping for the best, it carefully wraps around them to protect against overfitting and produce trustable uncertainty quantification — however inaccurate the estimated propensity scores are, our proposed O-values are always valid.

Apparently, in the distribution-free setting as ours, it is impossible to derive a non-trivial O-value with two-sided worst-case guarantees in finite samples because one can always keep the extreme
Throughout this paper, we consider a binary treatment \(T\) on a sufficiently small subset of covariates that are barely observed in the data while raise the rest to 0.5. However, on synthetic and real datasets with moderate sample sizes, our O-values are observed to be powerful to detect lack of overlap.

In practice, an O-value can also be used as a tool to partially assess the quality of trimming or matching procedures. The motivation of both procedures is to select units with sufficient overlap. As a consequence, if the O-value computed on the post-trimming or post-matching dataset is smaller than expected, it suggests that more aggressive trimming or matching needs to be applied. Similarly, if the O-value is much smaller than the extreme of estimated propensity score, the model is invalidated and needs to be adjusted.

Although the population overlap slack \(O^*\) is the parameter of interest in this paper, we realize that it only provides a coarse summary of the extreme behaviors of the propensity score. For example, it cannot distinguish the case with \(\mathbb{P}(e(X) \in \{O^*, 1 - O^*\}) = 1\) and the case with \(\mathbb{P}(e(X) \in \{O^*, 1 - O^*\}) = 0.01, \mathbb{P}(e(X) = 0.5) = 0.99\), although the latter case is clearly more “overlapped” than the former. We discuss alternative overlap measures at the end of the paper and show that our techniques can be extended to test those parameters. Nonetheless, we focus on \(O^*\) because it is already sufficiently challenging.

\section{Preliminaries}

\subsection{Notation and assumption}
Throughout this paper, we consider a binary treatment \(T \in \{0, 1\}\) with \(T = 1\) denoting the treatment group and \(T = 0\) denoting the control group. Denote by \(X\) a generic covariate and by \(e(x) = \mathbb{P}(T = 1 | X = x)\) the propensity score. The population overlap slack is defined as

\[O^* \triangleq \sup\{O : O \leq e(X) \leq 1 - O, \ a.s.\}.
\]

A simple continuity argument shows that

\[O^* \leq e(X) \leq 1 - O^*, \ a.s.\]

Let \((T_1, X_1), \ldots, (T_n, X_n)\) denote the observations. In this paper, we rely merely on the following assumption.

\textbf{Assumption 1.} \((T_1, X_1), \ldots, (T_n, X_n) \overset{i.i.d.}{\sim} (T, X)\).

\subsection{Variational representation of population overlap slack}

In the distribution-free setting, we cannot expect to recover \(O^*\) by directly estimating the range of \(e(X)\). Therefore, we need to find implications of (1) which yield estimable upper bounds of \(O^*\).

Since \(X\) is potentially mixed-typed and high-dimensional, the first step is to simplify \(X\) into a “standard form”. Consider any function \(s(\cdot)\) on the domain of \(X\). Let \(e_s(x) \triangleq \mathbb{P}(T = 1 | s(X) = s(x))\) and \(O^*_s\) denote the population overlap slack of \(e_s(x)\), i.e.

\[O^*_s \triangleq \sup\{O : O \leq e_s(X) \leq 1 - O, \ a.s.\}.
\]

Then \(O^*_s \geq O^*\) for any transformation \(s(\cdot)\) because

\[e_s(x) = \mathbb{P}(T = 1 | s(X) = s(x)) = \mathbb{E}[e(X) | s(X) = s(x)] \in [O^*, 1 - O^*].\]

On the other hand, when \(s(\cdot)\) is the true propensity score, \(O^*_s = O^*\) because \(e(X) = P(T = 1 | X) = P(T = 1 | e(X))\). This simple fact is a special case of Theorem 2 of Rosenbaum and Rubin [1983] which states that the propensity score is the coarsest balancing score. Putting two pieces together, we obtain the following variational representation of the population overlap slack.
Proposition 2.1. Let $\mathcal{X}$ denote the domain of $X$ and $\mathcal{F}$ be the set of all measurable functions $s : \mathcal{X} \mapsto [0, 1]$. Then
\[
O^* = \inf_{s(\cdot) \in \mathcal{F}} O_s^*,
\]
where the equality holds when $s(\cdot) = e(\cdot)$.

Suppose we have a “magical” tool that can produce valid O-values when $X$ is univariate and lies in $[0, 1]$. Then we can transform $X$ into a single number $s(X)$ and treat $s(X)$ as the new covariate. The tool can provide $\tilde{O}$ which is an upper confidence bound of $O_s^*$. As implied by Proposition 2.1, $\tilde{O}$ is a valid O-value. However, it is loose if $O_s^* \gg O^*$. By Proposition 2.1 again, we need to find a transformation $s(\cdot)$ that approximates the true propensity score.

2.3 Generic covariate standardization via data splitting

A natural strategy is to set $s(x) = \hat{e}(x)$ for some estimated propensity score $\hat{e}(\cdot)$. Noticing that Proposition 2.1 requires $s(\cdot)$ to be a deterministic function that does not depend on the data, we cannot estimate the propensity score using the full data and apply the O-value tool on $\hat{e}(X_i)$'s again. To avoid the double-dipping issue, we randomly split the data into two folds and train $\hat{e}(x)$ on one fold using any probabilistic classifier, including the logistic regression, random forest, gradient boosting, deep neural net, and so on. On the second fold, we transform the covariate $X_i$ into $S_i \hat{=} \hat{e}(X_i)$ and apply the O-value tool on the reduced dataset $\{(T_i, S_i) : i \in \text{fold 2}\}$. The resulting O-value is valid conditional on the fold 1 and thus valid unconditionally.

Contrasted with the heuristic approach to assess overlap, our method processes the estimated propensity score indirectly through the “magical” O-value tool for univariate covariates. Throughout the rest of the paper, we focus on the setting where
\[
(T_1, S_1), \ldots, (T_n, S_n) \overset{i.i.d.}{\sim} (T, S), \quad \text{where } S \in [0, 1].
\]
With a slight abuse of notation, we denote by $O^*$ the induced population overlap slack $\sup \{O : O \leq \mathbb{P}(T = 1 \mid S) \leq 1 - O, \text{ a.s.}\}$. The goal is to derive valid upper confidence bounds for $O^*$. It should be kept in mind that an upper confidence bound of the induced population overlap slack is a valid O-value by Proposition 2.1.

2.4 Strict overlap as a density ratio condition

D’Amour et al. [2017] reveals the connection between the overlap and balance of covariate distribution. In particular, denote by $P_0$ and $P_1$ the covariate distributions under the treatment and control respectively, i.e.
\[
P_1(S \in A) := P(S \in A \mid T = 1), \quad P_0(S \in A) := P(S \in A \mid T = 0).
\]
Further let $\pi = \mathbb{P}(T = 1)$ denote the marginal intensity of treatment. Then by the Bayes formula,
\[
O^* \leq \mathbb{P}(T = 1 \mid S) \leq 1 - O^* \quad \text{a.s.} \iff \frac{O^*}{1 - O^*} \leq \frac{\mathbb{P}(T = 1 \mid S)}{\mathbb{P}(T = 0 \mid S)} \leq \frac{1}{1 - O^*} \quad \text{a.s.}
\]
\[
\iff b_{\min}(O^*; \pi) \hat{=} \frac{1 - \pi}{\pi} \frac{O^*}{1 - O^*} \leq \frac{dP_1}{dP_0}(S) \leq \frac{1 \pi}{\pi} \frac{1}{O^*} \hat{=} b_{\max}(O^*; \pi) \quad \text{a.s.} \quad (2)
\]
As a consequence, (1) is equivalent to a density ratio condition.

2.5 A general strategy

Density ratio estimation is a widely-studied problem in the literature [e.g. Sugiyama et al., 2012]. However, in the distribution-free setting like ours, direct estimation of the likelihood ratio with reliable uncertainty quantification is hard even if $S$ is univariate. Moreover, direct estimation of the extreme values of a density ratio is unstable and sensitive to hyperparameters like the bandwidth.
Instead, we seek implications of (2). Intuitively, (2) controls the “discrepancy” between \( P_1 \) and \( P_0 \). Since both \( P_1 \) and \( P_0 \) are probability measures, by (2), \( b_{\min}(\mathcal{O}^*; \pi) \leq 1 \leq b_{\max}(\mathcal{O}^*; \pi) \). This yields a naive upper bound of \( \mathcal{O}^* \) as \( \min\{\pi, 1 - \pi\} \). Furthermore, the equality holds if and only if \( b_{\min}(\mathcal{O}^*; \pi) = 1 \) or \( b_{\max}(\mathcal{O}^*; \pi) = 1 \), in which case \( P_1 = P_0 \) and thus the data is from a completely randomized experiment.

However, the naive bound completely ignores the imbalance between \( P_1 \) and \( P_0 \) and thus is not powerful. To derive tighter bounds, we need to take the estimated propensity scores into account. D’Amour et al. [2017] shows that the difference of means \( |E_{P_1}[S] - E_{P_0}[S]| \) is bounded by a function of \( \mathcal{O}^* \). Inverting their bound, we are able to obtain an upper bound of \( \mathcal{O}^* \) as a function of the mean difference. As opposed to the density ratio, the mean difference is much easier to estimate, thereby enabling reliable uncertainty quantification in finite samples.

In general, given a measure of discrepancy \( \Delta(P_1, P_0) \), our first step is to derive an \( \mathcal{O}^* \)-dependent upper bound \( B_\Delta(\mathcal{O}^*) \) from the density ratio condition (2) in the sense that

\[
\Delta(P_1, P_0) \leq B_\Delta(\mathcal{O}^*). \quad (3)
\]

For example, Theorem 1 of D’Amour et al. [2017] essentially considers a measure of discrepancy based on the normalized mean difference with

\[
\Delta(P_1, P_0) = \frac{|E_{P_1}[S] - E_{P_0}[S]|}{\sqrt{\text{Var}_{P_0}[S]}}, \quad B_\Delta(\mathcal{O}^*) = \sqrt{(1 - b_{\min}(\mathcal{O}^*; \pi))(b_{\max}(\mathcal{O}^*; \pi) - 1)}.
\]

Typically, \( B_\Delta \) is decreasing in \( \mathcal{O}^* \) because larger overlap implies a smaller distributional discrepancy. In these cases, if we can find a \( (1 - \alpha) \) lower confidence bound \( \hat{\Delta}^-(P_1, P_0) \) of \( \Delta(P_1, P_0) \), then \( \hat{\mathcal{O}} = B_\Delta^{-1}(\hat{\Delta}^-(P_1, P_0)) \) is a valid \( \mathcal{O}^* \)-value because

\[
P(\mathcal{O}^* \leq \hat{\mathcal{O}}) = P(\hat{\Delta}^-(P_1, P_0) \leq \Delta(P_1, P_0)) \geq 1 - \alpha. \quad (4)
\]

### 2.6 Contrast with two-sample testing-based methods for overlap

A closely related line of works treats the overlap assessment as a two-sample testing problem and tests the equality of the covariate distributions or the distribution of propensity scores under two groups [e.g. Gagnon-Bartsch et al., 2019, Kim et al., 2019, Chen and Small, 2016, Kim et al., 2016]. Those works essentially test the null hypothesis that \( dP_1(S)/dP_0(S) = 1 \) almost surely. A simple algebra shows that \( P_1 = P_0 \) if and only if \( e(X) \) is a constant almost surely. Despite being more statistically sound than the heuristic eyeball assessment, this type of methods is testing a overly stringent hypothesis that the observational study is a completely randomized experiment. As a result, rejecting this null hypothesis does not necessarily imply a lack of overlap — a non-constant propensity score lying in [0.4, 0.6] is totally fine in terms of overlap. By contrast, the density ratio condition (2) is much less stringent and an violation of it with a small \( \mathcal{O}^* \) does imply the lack of overlap because it is equivalent to the strict overlap condition that we aim to test.

### 3 O-values

In this section, we derive four types of O-values based on different discrepancy measures and different techniques to construct their lower confidence bounds. As mentioned in Section 2.6, our O-values are closely related to two-sample tests of distributional equality. It turns out that each type of O-value is analogous to a type of two-sample test. We summarize them in Table 1. The definitions of the symbols can be found in following subsections. The techniques to get \( \hat{\Delta}^-(P_1, P_0) \) for all types of O-values are quite involved technically so we presented a looser but more interpretable version in this section and discuss the tighter version to Appendix C.
<table>
<thead>
<tr>
<th>Type</th>
<th>$\Delta(P_1, P_0)$</th>
<th>Technique to get $\hat{\Delta} - (P_1, P_0)$</th>
<th>Analogue</th>
</tr>
</thead>
<tbody>
<tr>
<td>DiM</td>
<td>$\frac{</td>
<td>\mu_1 - \mu_0</td>
<td>}{\sigma_0}, \frac{</td>
</tr>
<tr>
<td>DiT</td>
<td>$\sup_{A \in A} P_1(A), \sup_{A \in A} P_0(A)$</td>
<td>DKWM inequality [Massart, 1990b] Line-crossing probability [Dempster, 1959] Generalized Simes’ inequality [Sarkar et al., 2008]</td>
<td>Kolmogorov-Smirnov test</td>
</tr>
<tr>
<td>DiR</td>
<td>$\mathbb{P}(S^{(1)} &gt; S^{(0)}), (S^{(1)}, S^{(0)}) \sim P_1 \otimes P_0$</td>
<td>Hoeffding-Bentkus-Maurer inequality for U-statistics [Bates et al., 2021a]</td>
<td>Wilcoxon rank-sum test</td>
</tr>
<tr>
<td>CE</td>
<td>$\mathbb{P}(T = I(S &gt; \eta))$</td>
<td>Same as DiT O-value</td>
<td>Classification-based test</td>
</tr>
</tbody>
</table>

Table 1: Overview of four types of O-values

For a moment, we pretend that $\pi$ is known and $\pi \leq 0.5$ to avoid unnecessary complications. We will discuss this issue in Section 3.5. All technical proofs are relegated into Appendix B.

### 3.1 Difference-in-Means (DiM) O-value

D’Amour et al. [2017] show that the overlap implies balance in terms of the covariate means in two groups. Their bound is stated for general multivariate covariates and its proof is based on Rukhin [1993]’s bounds of f-divergences for families with bounded likelihood ratio. Here, the covariate $S_i$ is univariate, the bound can be stated in terms of the normalized mean differences $T_1$ and $T_0$:

$$T_1 = \frac{|\mu_1 - \mu_0|}{\sigma_1}, \quad T_0 = \frac{|\mu_1 - \mu_0|}{\sigma_0},$$

where $\mu_1 = \mathbb{E}_{P_1}[S], \mu_0 = \mathbb{E}_{P_0}[S]$, and $\sigma_1^2 = \text{Var}_{P_1}[S], \sigma_0^2 = \text{Var}_{P_0}[S]$. When $\mu_1 = \mu_0$ and $\sigma_1$ (or $\sigma_0$) is zero, we set $T_1$ (or $T_0$) to be zero.

**Theorem 3.1** (D’Amour et al. [2017], Theorem 1).

$$T_0 \leq \sqrt{1 - b_{\min}(O^*; \pi))(b_{\max}(O^*; \pi) - 1)}, \quad T_1 \leq \sqrt{(1 - b_{\max}(O^*; \pi)^{-1})(b_{\min}(O^*; \pi)^{-1} - 1)}.$$ 

Equivalently,

$$O^* \leq O^*_{\text{DiM}}(T_0, T_1; \pi) \triangleq \frac{1}{2} - \sqrt{\frac{1}{4} - \frac{\pi(1 - \pi)}{b_{\min}(\pi^*(\pi)^{-1})(b_{\max}(\pi^*(\pi)^{-1} - 1)} + 1}$$

The proof is presented in Appendix B for completeness. According to the general strategy in Section 2.5, it remains to find simultaneous lower confidence bounds $\hat{T_1}$ and $\hat{T_0}$ such that

$$\mathbb{P}\left(\hat{T_1} \leq T_1, \hat{T_0} \leq T_0\right) \geq 1 - \alpha.$$  \hspace{1cm} (5)

Intuitively, $T_1$ and $T_0$ can be estimated by replacing the means and variances with their empirical estimates. However, it is challenging to quantify the uncertainty in the distribution-free setting without resorting to asymptotics.

Here, we use the property that $S_i \in [0, 1]$ by construction. This simple property enables finite-sample valid uncertainty quantification via the well-known empirical Berstein inequality.
Proposition 3.1 (empirical Berstein inequality, [Maurer and Pontil, 2009]). Let \( Z_1, \ldots, Z_n \) be i.i.d. with \( Z_i \in [0, 1] \). Further let \( \hat{\mu} \) and \( \hat{\sigma}^2 \) be the empirical estimates of the mean and variance, i.e.

\[
\hat{\mu} = \frac{1}{n} \sum_{i=1}^{n} Z_i, \quad \hat{\sigma}^2 = \frac{1}{n-1} \sum_{i=1}^{n} (Z_i - \hat{\mu})^2.
\]

Then with probability \( 1 - \delta \),

\[
|\hat{\mu} - \mu| \leq \sqrt{\frac{2 \log \left( \frac{3}{\delta} \right)}{n} + \frac{7 \log \left( \frac{3}{\delta} \right)}{3(n-1)}} \leq C_\mu(\hat{\sigma}, n; \delta), \quad \sigma - \hat{\sigma} \leq \sqrt{\frac{2 \log \left( \frac{3}{\delta} \right)}{n-1}} \leq C_\sigma(n; \delta).
\]

Let \( \hat{\mu}_t, \hat{\sigma}_t^2 \) (resp. \( \hat{\mu}_0, \hat{\sigma}_0^2 \)) be the empirical estimates of the mean and variance for \( (S_i)_{T_i = 1} \) (resp. \( (S_i)_{T_i = 0} \)). Further let \( n_1 \) and \( n_0 \) denote the size of the treatment and control group. By setting \( \delta = \alpha/4 \), we have

\[
|\hat{\mu}_t - \mu_t| \leq C_\mu(\hat{\sigma}_t, n_t; \alpha/4), \quad \sigma_t \leq \hat{\sigma}_t + C_\sigma(n_t; \alpha/4)
\]
simultaneously for \( t \in \{0, 1\} \) with probability at least \( 1 - \alpha \). This yields a lower confidence bound of \( T_t \) that satisfies (5) as

\[
\hat{T}_t = \max \left\{ 0, |\hat{\mu}_t - \mu_t| - C_\mu(\hat{\sigma}_1, n_1; \alpha/4) - C_\mu(\hat{\sigma}_0, n_0; \alpha/4) \right\} / \sigma_t + C_\sigma(n_t; \alpha/4).
\]  \( (6) \)

By (4) and Theorem 3.1, we obtain a closed-form expression of the DiM O-value.

Theorem 3.2. Let \( \hat{T}^-_1 \) and \( \hat{T}^-_0 \) be defined in (6) and \( \hat{O}^+_{\text{DiM}} \) be defined in Theorem 3.1. Then \( \hat{O}_{\text{DiM}} = \hat{O}^+_{\text{DiM}}(\hat{T}^-_0, \hat{T}^-_1; \pi) \) is a valid O-value.

As discussed in Section 1, \( \hat{O} \) induces a valid test for Condition 1 by rejecting it when \( \hat{O} < \hat{O}_0 \). In the special case \( \hat{O} = \min\{\pi, 1 - \pi\} \), which corresponds to the completely randomized experiment, both bounds in Theorem 3.1 are zero. As a result, our test rejects Condition 1 with \( \hat{O} = \pi \) if

\[
\max\{\hat{T}^-_1, \hat{T}^-_0\} < 0 \iff |\hat{\mu}_1 - \hat{\mu}_0| < C_\mu(\hat{\sigma}_1, n_1; \alpha/4) + C_\mu(\hat{\sigma}_0, n_0; \alpha/4).
\]

By contrast, the two-sample Student t-test, which works under the assumption of equal variances \( \hat{\sigma}_1^2 = \hat{\sigma}_0^2 = \sigma^2 \), rejects the hypothesis if

\[
|\hat{\mu}_1 - \hat{\mu}_0| \leq \frac{1}{\sqrt{n_1}} + \frac{1}{\sqrt{n_0}} \sqrt{\frac{(n_1 - 1)\hat{\sigma}_1^2 + (n_0 - 1)\hat{\sigma}_0^2}{n - 2} t_{\alpha/2}(n - 2)}
\]

where \( t_{\alpha/2}(n - 2) \) is the \( (\alpha/2) \)-th upper quantile of the \( t \)-distribution with degree-of-freedom \( n - 2 \). For illustration, consider \( \alpha = 0.05 \). When \( n_1 \) and \( n_0 \) are in the same order as \( n, \hat{\sigma}_1, \hat{\sigma}_0 = \sigma + O_p(1/\sqrt{n}) \), and the rejection region given by the DiM O-value is

\[
|\hat{\mu}_1 - \hat{\mu}_0| < \left( \frac{1}{\sqrt{n_1}} + \frac{1}{\sqrt{n_0}} \right) \sigma \sqrt{2 \log \left( \frac{16}{\alpha} \right)} + O \left( \frac{1}{\sqrt{n}} \right) \approx \left( \frac{1}{\sqrt{n_1}} + \frac{1}{\sqrt{n_0}} \right) 3.4\sigma,
\]  \( (7) \)

while the rejection region given by the two-sample Student t-test is

\[
|\hat{\mu}_1 - \hat{\mu}_0| < \frac{1}{\sqrt{n_1}} + \frac{1}{\sqrt{n_0}} \sigma t_{\alpha/2}(n - 2) \approx \sqrt{\frac{1}{n_1} + \frac{1}{n_0}} 1.96\sigma.
\]

Therefore, the test for \( \hat{O}^* = \pi \) induced by the DiM O-value is very similar to the two-sample Student t-test. Nonetheless, our test is always valid in finite samples while the latter requires Gaussian variables and equal variances. As a byproduct, our DiM O-value provides an exact solution for non-parametric Behrens-Fisher problem [Behrens, 1929, Fisher, 1935].

Although the empirical Bernstein inequality provides a neat confidence region, the constants are unsatisfactory. In Appendix C.1, we derive a sharper DiM O-value based on the recently developed betting-based confidence interval for mean parameters [Waudby-Smith and Ramdas, 2020].
3.2 Difference-in-Tails (DiT) O-value

A direct implication of the density ratio condition (2) is that, for any event \( A \subset [0, 1] \),
\[
b_{\min}(O^*; \pi) \leq \frac{P_t(A)}{P_0(A)} \leq b_{\max}(O^*; \pi). \tag{8}
\]

When \( S_t \) is an estimated propensity score, we expect \( S_t \) to be larger for treated units and smaller for control units. As a result, (8) is most likely violated for tail events. In particular, we consider the collection of intervals \([0, x]\) and \([x, 1]\) for any \( x \in [0, 1] \) and denote it by \( \mathcal{A} \). Let
\[
\nu_1 \triangleq \sup_{A \in \mathcal{A}} \frac{P_1(A)}{P_0(A)}, \quad \nu_0 \triangleq \sup_{A \in \mathcal{A}} \frac{P_0(A)}{P_1(A)}. \tag{9}
\]

Then \( \nu_1 \) and \( \nu_0 \) can be viewed as discrepancies between \( P_1 \) and \( P_0 \) in tails. The \( O^* \)-dependent bound can be directly derived from (8).

**Theorem 3.3.** Let \( \nu_1 \) and \( \nu_0 \) be defined in (9). Then
\[
\nu_1 \leq b_{\max}(O^*; \pi), \quad \nu_0 \leq b_{\min}(O^*; \pi)^{-1}.
\]

Equivalently,
\[
O^* \leq O^*_{\text{DiT}}(\nu_0, \nu_1; \pi) \triangleq \min \left\{ \frac{\pi}{\pi + (1 - \pi)\nu_0}, \frac{1 - \pi}{1 - \pi + \pi\nu_1} \right\}
\]

Similar to DiM O-values, it remains to find simultaneous lower confidence bounds \( \hat{\nu}_1^- \) and \( \hat{\nu}_0^- \) such that
\[
\mathbb{P} \left( \hat{\nu}_1^- \leq \nu_1, \hat{\nu}_0^- \leq \nu_0 \right) \geq 1 - \alpha. \tag{10}
\]

To derive a confidence region for \((\nu_-, \nu_+)=\) \(\nu_1, \nu_0\), we recall the well-known Dvoretzky-Kiefer-Wolfowitz-Massart (DKWM) inequality [Dvoretzky et al., 1956, Massart, 1990a].

**Proposition 3.2 (DKWM inequality).** Let \( Z_1, \ldots, Z_m \) be real-valued i.i.d. random variables with the cumulative distribution function (cdf) \( F(z) \). Further let \( F_m(z) \) be the empirical cdf. Then with probability \( 1 - \delta \),
\[
\sup_{z \in \mathbb{R}} |F_m(z) - F(z)| \leq \sqrt{\frac{\log(2/\delta)}{2m}}
\]

Let \( \hat{P}_t \) and \( \hat{P}_0 \) be the empirical measure of \( S_t \)'s in the treatment and control group, respectively. Applying Proposition 3.2 to both \( P_1 \) and \( P_0 \), we obtain that
\[
\max_{t \in \{0, 1\}} \sup_{A \in \mathcal{A}} |\hat{P}_t(A) - P_t(A)| \leq \sqrt{\frac{\log(4/\alpha)}{2n_t}} \quad \text{with probability } 1 - \alpha.
\]

On this event,
\[
\nu_0 \geq \hat{\nu}_0^- \triangleq \sup_{A \in \mathcal{A}} \frac{\hat{P}_0(A) - \sqrt{\log(4/\alpha)/2n_0}}{\hat{P}_1(A) + \sqrt{\log(4/\alpha)/2n_1}}, \quad \nu_1 \geq \hat{\nu}_1^- \triangleq \sup_{A \in \mathcal{A}} \frac{\hat{P}_0(A) - \sqrt{\log(4/\alpha)/2n_0}}{\hat{P}_1(A) + \sqrt{\log(4/\alpha)/2n_1}} \tag{11}
\]

Therefore, \((\hat{\nu}_1^-, \hat{\nu}_0^-)\) satisfies (10). Inverting the bounds in Theorem 3.3, we obtain a closed-form expression of the DiT O-value.

**Theorem 3.4.** Let \( \hat{\nu}_1^- \) and \( \hat{\nu}_0^- \) be defined in (11) and \( O^*_{\text{DiT}} \) be defined in Theorem 3.3. Then \( \hat{O}_{\text{DiT}} \equiv O^+(\hat{\nu}_0^-, \hat{\nu}_1^-; \pi) \) is a valid O-value.

When applying the DiT O-value to test the strict overlap condition with \( O = \min\{\pi, 1 - \pi\} \), or equivalently \( P_1 = P_0 \), the two-sample Kolmogorov-Smirnov’s test uses the statistics \( \sup_{x \in [0, 1]} |\hat{F}_1(x) - \hat{F}_0(x)| \) where \( \hat{F}_1 \) and \( \hat{F}_0 \) are empirical cdfs of \( S_t \)'s for treated and control units. The test induced DiT O-value essentially uses the supremum of the log-difference of two empirical cdfs.
Although the DKWM inequality is the tightest bound for \(|\hat{F}_m(x) - F(x)|\) in the literature, it is still not tight enough for DiT O-values because DiT O-values are useful only when there exists an event A that has relatively small probability under \(P_1\) or \(P_0\), for which the induced DKWM confidence bound can be trivial. In particular, when \(\hat{F}_m(x) < \sqrt{\log(2/\delta)/2m}\), the lower confidence bound for \(F(x) = 0\). In Appendix C.3, we derive a sharper DiT O-value based on a hybrid of the DKWM inequality, Dempster’s line-crossing probability [Dempster, 1959], and generalized Simes’ inequality [Sarkar et al., 2008]. The techniques are proposed by Bates et al. [2021b] for outlier detection.

### 3.3 Difference-in-Ranks (DiR) O-value

Apart from the Student t-test and Kolmogorov-Smirnov test, the Mann-Whitney U-test, also known as the Wilcoxon rank-sum test, is another popular yet qualitatively different test for two-sample problems. Assuming no ties in \((S_i)_{i=1}^n\) (otherwise adding a tiny random noise to each \(S_i\)) and letting \(R_i\) denote the rank of \(S_i\) in ascending order, the Mann-Whitney U-statistic is defined as \(\hat{U} = \sum_{T_i=1} R_i - n_1(n_1 + 1)/2\). When testing the equality null \(P_1 = P_0\), the critical value can be found through permutations or by asymptotic normality theory. However, in our case we do not have strict equality but a density ratio condition (2). Thus the standard critical value is invalid. To apply the idea to our problem, we use an equivalent formulation of the rank-sum statistic \(R\). Since there is no tie,

\[
R_i = 1 + \sum_{j=1}^{n} I(S_i > S_j).
\]

As a consequence,

\[
\hat{U} = \sum_{T_i=1:T_j=0} I(S_i > S_j).
\]

It is well-known that [Hanley and McNeil, 1982] the rescaled Mann-Whitney U-statistic \(\hat{U}/n_1n_0\) is an unbiased estimator of the area under the receiver operating characteristic curve (AUROC) for thresholding classifiers \(\{s \mapsto I(s \leq c) : c \in [0, 1]\}\). Intuitively, a larger overlap makes \(P_1\) and \(P_0\) less distinguishable, and thus drives the AUROC smaller. Let

\[
p_* \triangleq \mathbb{P} \left( S^{(1)} > S^{(0)} \right), \quad \text{where } (S^{(1)}, S^{(0)}) \sim P_1 \otimes P_0,
\]

where \(\otimes\) denotes the Cartesian product. The following theorem quantifies the heuristics.

**Theorem 3.5.** Let \(S^{(1)}\) and \(S^{(0)}\) be independent draws from \(P_1\) and \(P_0\) respectively. Assume that neither \(P_1\) nor \(P_0\) has a point mass (otherwise convolute them with a small random noise). Then

\[
\max\{p_*, 1 - p_*\} \leq \frac{1 - \mathcal{O}^*}{2(1 - 2\mathcal{O}^*)} \left(2 - \frac{\mathcal{O}^*}{\pi(1 - \pi)}\right).
\]

When \(\mathcal{O}^* = 1/2\), the bound is taken as 1/2. Equivalently,

\[
\mathcal{O}^* \leq \mathcal{O}^*_{\text{DiR}}(p_*; \pi) \triangleq \frac{1}{2} - \pi(1 - \pi)|1 - 2p_*| - \sqrt{(1 - 2\pi)^2/4 + \pi^2(1 - \pi)^2(1 - 2p_*)^2}.
\]

When \(\mathcal{O}^* = \pi\), Theorem 3.5 implies that \(\max\{p_*, 1 - p_*\} \leq 0.5\), and thus \(p_* = 0.5\). This recovers the Mann-Whitney U-test whose critical value is based on this fact. Since \((T_i, S_i)\)'s are i.i.d.,

\[
\mathbb{E}[\hat{U}] = n(n - 1)\mathbb{P}(S_i > S_j | T_i = 1, T_j = 0) \mathbb{P}(T_i = 1, T_j = 0) = n(n - 1)p_* \pi(1 - \pi).
\]

It remains to construct lower and upper confidence bounds for \(\mathbb{E}[\hat{U}]\).
Noting that the summands of \( \hat{U} \) are dependent, we cannot apply the empirical Bernstein/Bennett inequality used in DiM O-values. Nonetheless, as suggested by its name, \( \hat{U} \) can be formulated as a U-statistic of order 2 with a symmetric kernel:

\[
\hat{U} = \sum_{i \neq j} T_i (1 - T_j) I(S_i > S_j) = \sum_{i \neq j} \phi(Z_i, Z_j)
\]

where \( Z_i = (S_i, T_i) \) and

\[
\phi(Z_i, Z_j) = \frac{T_i (1 - T_j) I(S_i > S_j) + T_j (1 - T_i) I(S_j > S_i)}{2}.
\] (16)

It is easy to see that \( \phi(Z_i, Z_j) \in \{0, 0.5\} \) and thus \( \phi \) is a bounded kernel. We can apply the empirical Bernstein inequality for U-statistics.

**Proposition 3.3** (Peel et al. [2010], a slight modification\(^1\) of Theorem 3 with \( m = 2 \)). Let \( Z_1, \ldots, Z_n \) be i.i.d. and \( \phi(z, z') \) be a symmetric bounded kernel taking values in \([0, 0.5]\). Let

\[
S = \frac{1}{n(n-1)} \sum_{i \neq j} \phi(Z_i, Z_j), \quad \hat{\sigma}^2 = \frac{1}{n(n-1)(n-2)(n-3)} \sum_{i \neq j \neq k \neq l} (\phi(Z_i, Z_j) - \phi(Z_k, Z_l))^2.
\]

Then with probability \( 1 - \delta \),

\[
|S - \varnothing[S]| \leq \hat{\sigma} \sqrt{\frac{4 \log \left( \frac{2}{\delta} \right)}{n}} + \frac{5 \log \left( \frac{2}{\delta} \right)}{n} \triangleq C_U(\hat{\sigma}, n; \delta).
\]

Although \( \hat{\sigma}^2 \) involves \( O(n^4) \) terms, we show that it is easy to compute in our case.

**Lemma 3.1.** \( \hat{\sigma}^2 = \frac{(n-1)(n-4)\hat{U} - 2\hat{U}^2 + 2 \sum_{i=1}^n \hat{R}_i^2}{n(n-1)(n-2)(n-3)} \) where \( \hat{R}_i \) is defined as

\[
\hat{R}_i = \begin{cases} \sum_{T_j = 0} T_i (S_i > S_j) & (\text{if } T_i = 1) \\ \sum_{T_j = 1} (S_i > S_j) & (\text{if } T_i = 0) \end{cases}.
\] (17)

Combining (15) and Proposition 3.3, we obtain simultaneous lower and upper confidence bounds of \( p_* \) as

\[
\hat{p}^* \triangleq \max \left\{ \frac{\hat{U}}{n(n-1)\pi(1-\pi)} - \frac{C_U(\hat{\sigma}, n; \alpha)}{\pi(1-\pi)}, 0 \right\}, \quad \hat{p}^+ \triangleq \max \left\{ \frac{\hat{U}}{n(n-1)\pi(1-\pi)} + \frac{C_U(\hat{\sigma}, n; \alpha)}{\pi(1-\pi)}, 1 \right\}.
\] (18)

This induces a valid lower confidence bound for \( \max\{p_*, 1 - p_*\} \) as \( \max\{\hat{p}^-, 1 - \hat{p}^+\} \).

**Theorem 3.6.** Let \( \hat{p}^- \) and \( \hat{p}^+ \) are defined in (18) and \( \mathcal{O}^+_{\text{DiR}} \) be defined in Theorem 3.5. Then \( \hat{O}_{\text{DiR}} \triangleq \mathcal{O}^+_{\text{DiR}}(\max\{\hat{p}^-, 1 - \hat{p}^+\}; \pi) \) is a valid O-value.

Under the null hypothesis \( H_0 : \mathcal{O} = \pi, p_* = 0.5 \) as shown by Theorem 3.5, and the Mann-Whitney U-test rejects the null if

\[
\left| \frac{\hat{U}}{n_1 n_0} - \frac{1}{2} \right| \leq \sqrt{\varnothing \left[ \frac{\hat{U}}{n_1 n_0} \right] z_{\alpha/2}} = \sqrt{\frac{n+1}{12n_1 n_0} z_{\alpha/2}^2} \approx \sqrt{\frac{1}{12\pi(1-\pi)} n z_{\alpha/2}},
\] (19)

where \( z_{\alpha/2} \) is the \( \alpha/2 \)-th quantile of the standard normal distribution.

If we use the induced test by the DiR O-value, \( H_0 \) is rejected if

\[
\hat{p}^- \leq \frac{\pi(1-\pi)}{2} \leq \hat{p}^+ \iff \left| \frac{\hat{U}}{n(n-1)\pi(1-\pi)} - \frac{1}{2} \right| \leq \frac{C_U(\hat{\sigma}, n; \alpha)}{\pi(1-\pi)}.
\]

---

\(^1\)The original result is stated for kernels bounded by \([0, 1]\). This version is obtained by a simple rescaling argument.
Since \( n_1/n \approx \pi, n_0/n \approx 1 - \pi \), this rejection region is approximately

\[
\left| \frac{\hat{U}}{n_1n_0} - \frac{1}{2} \right| \leq \frac{\hat{\sigma}}{\pi(1 - \pi)} \sqrt{\frac{4\log \left( \frac{4}{\alpha} \right)}{n}}.
\]  

(20)

By (19) and Chebyshev’s inequality,

\[\frac{\hat{U}}{n_1n_0} = \mathbb{E} \left[ \frac{\hat{U}}{n_1n_0} \right] + O_p \left( \sqrt{\text{Var} \left[ \frac{\hat{U}}{n_1n_0} \right]} \right) = \frac{1}{2} + O_p \left( \sqrt{\frac{1}{n}} \right).\]

and by Lemma 3.1,

\[\hat{\sigma}^2 \approx \frac{\hat{U}^2}{n^2} - \frac{2\hat{U}^2}{n^4} \approx \frac{\hat{U} \pi(1 - \pi)}{n_1n_0} - 2 \left( \frac{\hat{U} \pi(1 - \pi)}{n_1n_0} \right)^2 \approx \frac{\pi(1 - \pi)(1 - \pi)(1 - \pi)}{2},\]

where the last term in Lemma 3.1 is ignored because \( \sum_{i=1}^{n} \hat{R}_i^2 \leq n^3 = o(n^4) \). As a result, the rejection region (20) is approximately

\[\left| \frac{\hat{U}}{n_1n_0} - \frac{1}{2} \right| \leq \sqrt{2 \left( 1 - \pi(1 - \pi) \right) \log \left( \frac{4}{\alpha} \right)} \frac{\pi(1 - \pi)n}{\pi(1 - \pi)}.\]

When \( \alpha = 0.05 \) and \( \pi = 0.5 \), the rejection threshold of \( \sqrt{n} |\hat{U}/n_1n_0 - 1/2| \) is 1.132 for the Mann-Whitney U-test and 5.128 for the DiR O-value induced test. Again, the constants of empirical Bernstein’s inequality are unsatisfactory. In Appendix C.2, we will derive a sharper DiR O-value based on the Hoeffding-Bentkus-Maurer inequality [Bates et al., 2021a].

### 3.4 Classification-error (CE) O-value

In the special case where \( O^* = \pi, e(X) \equiv \pi \) almost surely, \( T \) is independent of \( X \). As a result, the permutation test with any test statistic is valid in finite samples if \( T \) is permuted. In particular, the classification permutation test [Gagnon-Bartsch et al., 2019] uses the classification accuracy as the test statistic and rejects the null if it is significantly smaller than the typical values of the accuracy obtained with \( T \) randomly permuted.

In our case, the permutation test is no longer valid because the independence between \( T \) and \( X \) may fail to hold if \( O^* < \pi \). Nonetheless, D’Amour et al. [2017] derive another important implication of the strict overlap condition, which states that no classifier can achieve an expected accuracy higher than \( 1 - O^* \) if \( X \) is used as covariates to predict \( T \). The proof is based on the simple fact that the Bayes optimal classifier is \( I(e(x) \geq 0.5) \) [Devroye et al., 2013], for which the expected classification error is \( \mathbb{E}[\min\{e(X), 1 - e(X)\}] \), which is lower bounded by \( O^* \). Intuitively, the optimal classification accuracy measures the discrepancy between \( P_1 \) and \( P_0 \).

Given the estimated propensity scores, we can classify \( T \) by a threshold learner \( I(S > \eta) \) for some \( \eta \). The above result shows that the expected classification error is at least \( O^* \).

**Theorem 3.7.** Let \( \mathcal{E}(\eta) \equiv \mathbb{P}[T = I(S > \eta)] \). Then \( \mathcal{E}(\eta) \leq 1 - O^* \) for any \( \eta \in [0, 1] \). Equivalently, \( O^* \leq O_{CE}^+ \equiv 1 - \mathcal{E}_{\text{max}}, \) where \( \mathcal{E}_{\text{max}} = 1 - \sup_{\eta \in [0, 1]} \mathcal{E}(\eta) \).

Recalling that \( S \) is the estimated propensity score, the above class of threshold learners is quite general because most classifiers essentially threshold an estimate of \( \mathbb{P}(T = 1 \mid X = x) \). The threshold can be chosen by minimizing \( \mathcal{E}(\eta) \), the classification error on the validation set with threshold \( \eta \). A lower confidence bound for \( \mathcal{E}_{\text{max}} \) can be obtained based on \( \hat{\mathcal{E}}_{\text{max}} \equiv \max_{\eta} \hat{\mathcal{E}}(\eta) \) by controlling the maximum gap between \( \mathcal{E}(\eta) \) and \( \hat{\mathcal{E}}(\eta) \). Since the class of threshold learners has a Vapnik-Chervonenkis dimension 1, we can use the empirical process theory to bound the discrepancy. In particular, we consider the following version by Vapnik [1995] which has tighter constants than most of the textbook versions.
Proposition 3.4 (adapted from Vapnik [1995], Section 3.4, (3.15)). \( P(\hat{\varepsilon}_{\text{max}} - \varepsilon_{\text{max}} \leq \varepsilon_{\text{max}}) \geq 1 - \alpha \) where

\[
\hat{\varepsilon}_{\text{max}} \triangleq \hat{\varepsilon}_{\text{max}} - \sqrt{\frac{\log(2n + 1) + \log \frac{1}{\alpha}}{n}}.
\]

Proposition 3.4 yields a valid O-value \( \hat{O} = 1 - \hat{\varepsilon}_{\text{max}} \), which we refer to as the CE O-value. It is attempting to remove the logarithmic factor using the chaining argument [Talagrand, 2006], resulting in a bound \( C \sqrt{\log(1/\alpha)/n} \). However, we are not aware of any version of this kind with a satisfactory constant \( C \) that outperforms Proposition 3.4 for reasonable sample sizes, say \( n \leq 10^{10} \). This makes a case where the constant matters more than the convergence rate. Indeed, we discuss a sharper CE O-value using the techniques for the DiT O-value in Appendix C.4.

3.5 Nuisance parameter and derandomization

In previous subsections, we assume \( \pi \) is known while in practice it is unknown in general. Among the four types of O-values we discussed, only the CE O-value does not depend on \( \pi \) while the DiM, DiT, and DiR O-values depend on \( \pi \) in complicate ways. Let \( \hat{O}(\pi; \alpha) \) denote a generic valid O-value that depends on \( \pi \) with level \( \alpha \). If we can find a \((1 - \gamma)\) confidence interval \([\hat{\pi}^{-}, \hat{\pi}^{+}]\) for \( \pi \) for a \( \gamma < \alpha \), then

\[
\hat{O} \triangleq \sup_{\pi \in [\hat{\pi}^{-}, \hat{\pi}^{+}]} \hat{O}(\pi; \alpha - \gamma)
\]

is a valid O-value with level \( \alpha \) via a simple union bound. In our implementation, we use the Clopper-Pearson bound with \( \gamma = 0.1\alpha \) because the interval is not sensitive to \( \gamma \).

The data splitting step or the usage of a randomized algorithm to fit propensity scores, e.g. random forest, introduces extra unwanted randomness into O-values. To derandomize O-values, we can repeat the procedure for \( B \) times with level \( \alpha/2 \) and then report the median. The following proposition shows that the resulting O-value remains valid in finite samples.

Proposition 3.5. Let \( \hat{O}^{(1)}, \ldots, \hat{O}^{(B)} \) are \( B \) O-values with level \( q\alpha \) for some \( q \in (0, 1) \), which can be arbitrarily dependent. Define \( \hat{O} \) be \( q \)th lower quantile of \( \{\hat{O}^{(1)}, \ldots, \hat{O}^{(B)}\} \), i.e.

\[
\hat{O} \triangleq \inf \left\{ O : \frac{1}{B} \sum_{b=1}^{B} I(\hat{O}^{(b)} \leq O) \geq q \right\}.
\]

Then \( \hat{O} \) is a valid O-value with level \( \alpha \).

Conditional on the data, the O-values in each run are i.i.d.. Therefore, when the \( B \to \infty \), the median converges to a deterministic quantity that only depends on the observations and the resulting O-value is purely deterministic.

3.6 Approximate O-values in large samples

The O-values discussed in Section 3 are intrinsically conservative for two reasons. First they estimate upper bounds of \( O^{*} \), e.g. \( O^{*}_{\text{DiM}}(T_{0}, T_{1}; \pi) \) defined in Theorem 3.2, and the gap could be potentially large. Second, the O-value incorporates the finite sample uncertainty by underestimating the determinants (e.g. \( T_{0}, T_{1} \)) of the upper bound. Since the aforementioned O-values are valid in finite samples uniformly for all propensity score estimators, the second source of conservatism is non-negligible in order to handle small sample sizes and poor estimators.

Given an upper bound of \( O^{*} \), we may derive a less conservative O-value by being more optimistic in the finite sample uncertainty if the sample size is large and the propensity score estimator is relatively well-behaved. In particular, we consider the case where \( \hat{e}(X) \) is uniformly consistent in the sense that there exists a function \( e^{*}(x) \), which is not necessarily the true propensity score \( e(x) \), such that

\[
\sup_{x} |\hat{e}(x) - e^{*}(x)| \xrightarrow{P} 0 \quad \text{as the size of the training set goes to infinity},
\]

where
where $\xrightarrow{p}$ denotes the convergence in probability. This condition is much weaker than the consistency. When $\hat{e}(x) = f(x; \hat{\theta})$ for some parametric family $f(x; \theta)$ where $\hat{\theta} = \arg \min_{\theta} (1/n) \sum_{i=1}^{n} \ell(T_i, f(X_i, \theta))$ for some loss function $\ell$, the classical quasi-likelihood theory [White, 1982] shows that $\hat{\theta}$ converges to $\theta^* = \arg \min_{\theta} E[\ell(T, f(X, \theta))]$ in probability under mild regularity conditions. The condition (22) is then satisfied if $f$ is uniformly continuous in $\theta$, even if the parametric model is misspecified. For general nonparametric estimators, (22) continues to hold with $e'$ identified as the “projection” onto the specified model, provided that the model class is relative simple; see Pollard [1990] for more details.

Under (22), the naive eyeball test still does not work since $e^*(x)$ may be drastically different from $\hat{e}(x)$. Nonetheless, it ensures that $S_i \approx e^*(X_i)$ uniformly for all $i$ with high probability. If $S_i = e^*(X_i)$ for any deterministic function $e^*$, $O_{\text{DiM}}^+$ (Theorem 3.1), $O_{\text{DiT}}^+$ (Theorem 3.3), $O_{\text{DiR}}^+$ (Theorem 3.5), and $O_{\text{CE}}^+$ (Theorem 3.7) are still legitimate upper bounds of $O^*$ since the theorems do not depend on the specification of $e^*$. When $S_i \approx e^*(X_i)$, with some mild regularity conditions, we can show that the plug-in estimates of the upper bounds are approximate $O$-values in the sense that

$$P(O^* - \epsilon \leq \hat{O}) \to 1$$

for any $\epsilon > 0$ as the total sample size tends to infinity.

**Theorem 3.8.** Let $\hat{\pi} = n_1/n$. Assume that $\pi \in (0, 1)$ and $\hat{e}(x)$ satisfies (22).

- **(Approximate DiM O-value)** Let $\zeta > 0$ be any constant. Assume that $\text{Var}[e^*(X) \mid T = 1], \text{Var}[e^*(X) \mid T = 0] > 0$ or $E[e^*(X) \mid T = 1] \neq E[e^*(X) \mid T = 0]$. Then $\hat{O}_{\text{DiM}}^\pi$ is an approximate $O$-value where

$$\hat{O}_{\text{DiM}}^\pi = O_{\text{DiM}}^+(\hat{T}_0, \hat{T}_1; \hat{\pi}), \quad \hat{T}_1 = \frac{|\hat{\mu}_1 - \hat{\mu}_0|}{\hat{\sigma}_1}, \quad \hat{T}_0 = \frac{|\hat{\mu}_1 - \hat{\mu}_0|}{\hat{\sigma}_0}.$$

- **(Approximate DiR O-value)** Let $\hat{U}$ be defined as in (13). If the distribution of $e^*(X)$ has no point mass, then $\hat{O}_{\text{DiR}}^\pi$ is an approximate $O$-value where

$$\hat{O}_{\text{DiR}}^\pi = O_{\text{DiR}}^+(\hat{U}; \hat{\pi}).$$

- **(Approximate CE O-value)** Let $\hat{E}(\eta)$ be defined as in Theorem 3.7. $E_1^\ast(\eta) = P(T = I(e^*(X) > \eta), T = 1)$. If $E_1^\ast(\eta)$ has a uniformly bounded derivative for both $t = 0, 1$, then $\hat{O}_{\text{CE}}^\pi$ is an approximate $O$-value where

$$\hat{O}_{\text{CE}}^\pi = 1 - \sup_{\eta \in [0, 1]} \hat{E}(\eta).$$

Theorem 3.8 does not include an approximate DiT O-value because $O_{\text{DiT}}^+$ is characterized by density ratios where the denominators can approach zero no matter how large the training set is. Put another way, unlike the other upper bounds, $O_{\text{DiT}}^+$ is an irregular estimator, and thus the plug-in estimator is unreliable.

### 4 Empirical Demonstration

#### 4.1 An illustrative simulation study

We compare different $O$-values on an illustrative synthetic dataset. In particular, we consider a simple data generating process where $X_i \sim N(0, I_p)$ with $p \in \{10, 30, 100\}$. The propensity score function is designed as

$$e(x) = f(x^T \beta), \quad f(y) = \begin{cases} 0.1 & (y < c_1) \\ 0.9 & (y \geq c_2) \end{cases}, \quad f(y) \text{ is linear in } [c_1, c_2],$$

where $\beta_1 = \cdots = \beta_{10} = 1, \beta_{11} = \cdots = \beta_{p} = 0, c_1$ is chosen such that $P[e(X) = 0.1] \in \{0.2, 0.8\}$, and $c_2$ is chosen such that $P[e(X) = 0.9] = 0.2$. Clearly, the population overlap slack $O^* = 0.1$. 


Figure 1: Comparison of refined and approximate O-values when $P[e(X) = 0.1] = 0.8$. Each line plots the 95% quantile across 50 replicates.

Figure 2: Comparison of refined and approximate O-values when $P[e(X) = 0.1] = 0.2$. Each line plots the 95% quantile across 50 replicates.

The case with $P[e(X) = 0.1] = 0.2$ is harder than the case with $P[e(X) = 0.1] = 0.8$, because $P[e(X) \in \{O^*, 1-O^*\}] = 0.4$ in the former while $P[e(X) \in \{O^*, 1-O^*\}] = 1$ in the latter. For each sample size $n \in 100 \times \{2^1, 2^2, \ldots, 2^6\}$, we generate 50 independent datasets $\{(T_i, X_i) : i = 1, \ldots, n\}$.

For each dataset, we compute the DiM, DiT, DiR, and CE O-values with $\alpha = 0.05$. We apply the gradient boosting and random forest as the learner to estimate propensity scores. For comparison, we compute the simple versions (Section 3), the refined versions (Appendix C), and the approximate versions (Section 3.6) of O-values. The O-values are implemented in the R package, available at https://github.com/lihualei71/ovalue. The programs to reproduce the simulation results are available at https://github.com/lihualei71/ovaluePaper.

Figure 1 and Figure 2 present the 95% quantile of the refined and approximate O-values, which is supposed to be at least $O^* = 0.1$ when the O-value is valid. Unsurprisingly, all exact O-values are valid as guaranteed by our theory. The approximate O-values are also valid in this example even with a sample size 200, and they are generally tighter than the exact ones. As expected, the O-values are tighter when a larger fraction of propensity scores are taking the extreme values. In all settings, the gradient boosting yields substantially more powerful O-values than the random forest. With the gradient boosting, the DiT O-value is the best exact one and the DiR O-value is the best approximate one.

Figure 3 displays the mean of simple and refined versions of all O-values with gradient boosting. Clearly, the refined techniques yield tighter O-values, especially when the sample size is moderate.

4.2 Real data analysis

O-values can be computed whenever an estimate of the propensity score function is available. Therefore, we can evaluate them on almost any real-world dataset. For demonstration, we compute the O-values on the Lalonde data, initially collected by Lalonde [1986] and later reanalyzed by Dehejia and Wahba [2002]. The dataset is used to evaluate the effect of National Supported Work Demonstration on earnings. It includes a treated group and a control group from a randomized experiment,
together with three external control groups from the Current Population Survey (CPS) and three external control groups from the Panel Study of Income Dynamics (PSID). Here, we use the data curated by Dehejia and Wahba [2002], which involves 185 treated units and 8 covariates: age, education, Black (1 if black, 0 otherwise), Hispanic (1 if Hispanic, 0 otherwise), married (1 if married, 0 otherwise), nodegree (1 if no degree, 0 otherwise), earnings in 1974 and 1975. The sample sizes of the control groups are summarized in Table 1. For each control group, Table 1 presents the exact DiT O-value and the approximate DiR O-value with $\alpha = 0.05$ and gradient boosting as the learner to estimate propensity scores. Other types of O-values with other propensity score estimators are presented in Appendix D. To reduce the algorithmic randomness, we report the median O-value from 1000 independent data splits.

<table>
<thead>
<tr>
<th></th>
<th>CPS</th>
<th></th>
<th>PSID</th>
<th></th>
<th>RCT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n_0$</td>
<td>DiT</td>
<td>DiR (app.)</td>
<td>$n_0$</td>
<td>DiT</td>
</tr>
<tr>
<td>Raw</td>
<td>15992</td>
<td>0.0026</td>
<td>0.0006</td>
<td>2490</td>
<td>0.0176</td>
</tr>
<tr>
<td>V2</td>
<td>2369</td>
<td>0.0213</td>
<td>0.0079</td>
<td>253</td>
<td>0.2336</td>
</tr>
<tr>
<td>V3</td>
<td>429</td>
<td>0.1428</td>
<td>0.0691</td>
<td>128</td>
<td>0.3133</td>
</tr>
</tbody>
</table>

Table 2: Sample sizes, exact DiT O-values, and approximate DiR O-values for each control group in Lalonde data. Both O-values use the gradient boosting to estimate propensity scores.

Note that the population overlap slack is not scale-free in that $O^* \leq \pi$. As a result, when the treated and control groups are highly imbalanced in sizes, even a completely randomized experiment would have a small population overlap slack. Hong et al. [2020] showed that the convergence rate for the usual ATE estimator is $\sqrt{nO^*}$ without additional restrictions on the outcome. Therefore, $nO^*$ can be viewed as an effective sample size. If the data had been drawn from a completely randomized experiment, the effective sample size would have been $n \min\{\pi, 1 - \pi\}$. Therefore, we can consider the normalized population overlap slack $O^*/\min\{\pi, 1 - \pi\}$, which measures the efficiency relative to the most overlapped case, i.e., the completely randomized experiment. A natural estimator of the relative efficiency is $n\hat{O}/\min\{n_1, n_0\}$. Here, we compute estimates of the efficiency loss $L = \max\{0, 1 - n\hat{O}/\min\{n_1, n_0\}\}$. Table 3 summarizes the results for exact DiT O-values and approximate DiR O-values. Since $\hat{O}$ is an upper confidence bound of $O^*$, $L$ is an optimistic assessment of the efficiency loss caused by lack of overlap.

Clearly, the external control groups suffer from substantial lacks of overlap. The numbers show that both the exact and approximate O-values are able to detect a fair amount of nonoverlap, though they are obtained via a partial identification approach, though the approximate O-values are substantially more powerful. On the other hand, despite the smaller sample size, the randomized
Table 3: Estimated efficiency loss yielded by the exact DiT O-values and approximate DiR O-values. The other details are the same as in Table 2.

experiment has the highest effective sample size. Unsurprisingly, the DiT O-value detects no efficiency loss in this case. By contrast, the DiR O-value detects a small efficiency loss. It could either be finite sample errors or potential undocumented noncompliance that makes the experiment less randomized than desired.

5 Other Measures of Overlap

5.1 Population overlap slack for ATT and ATC

The population overlap slack introduced in Section 2 is tied to ATE. In many applications, the inferential target is the average treatment effect on the treated (ATT), especially when the treated group and the control group differ substantially in sizes. ATT is easier to infer than ATE because it requires a weaker overlap condition. Specifically, the strict overlap condition for ATT is stated as $e(X) \leq 1 - O$ almost surely. Thus, a natural population overlap slack for ATT is defined as follows:

$$O^*_\text{ATT} = \sup\{O : e(X) \leq 1 - O, \ a.s.\}.$$

Analogous to (2), we can show a one-sided likelihood ratio condition,

$$0 \leq \frac{dP_1}{dP_0}(S) \leq \frac{1 - \pi}{\pi} \frac{1 - O^*_\text{ATT}}{O^*_\text{ATT}} \ a.s.. \quad (23)$$

This can be viewed as the likelihood condition for ATE with the same $b_{\text{max}}(O^*; \pi)$ and $b_{\text{min}}(O^*; \pi) = 0$. For DiM O-values, the upper bound for $T_1$ in Theorem 3.1 becomes vacuous because $b_{\text{min}}(O^*; \pi)^{-1} = \infty$. However, the bound for $T_0$ remains meaningful.

By symmetry, we can also define the population overlap slack for the average treatment effect on the controls (ATC):

$$O^*_\text{ATC} = \sup\{O : e(X) \geq O, \ a.s.\}.$$

Theorem 5.1 below shows that the upper bounds $O^*_\text{DiM}$, $O^*_\text{DiT}$, and $O^*_\text{DiR}$ can be extended to $O^*_\text{ATT}$ and $O^*_\text{ATC}$.

**Theorem 5.1.** With the same notation as in Theorem 3.1, 3.3, and 3.5,

- (Analogue of $O^*_\text{DiM}$ for ATT and ATC)

  $$O^*_\text{ATT} \leq \frac{1 - \pi}{1 + \pi T_0^2}, \quad O^*_\text{ATC} \leq \frac{\pi}{1 + (1 - \pi) T_0^2}.$$

- (Analogue of $O^*_\text{DiT}$ for ATT and ATC)

  $$O^*_\text{ATT} \leq \frac{1 - \pi}{1 - \pi + \pi p_1}, \quad O^*_\text{ATC} \leq \frac{\pi}{\pi + (1 - \pi) v_0}.$$

- (Analogue of $O^*_\text{DiR}$ for ATT and ATC)

  $$O^*_\text{ATT} \leq \frac{2(1 - \pi)(1 - p_4)}{2(1 - \pi)(1 - p_4) + \pi}, \quad O^*_\text{ATC} \leq \frac{2p_4}{2p_4 + 1 - \pi}.$$
Remark 1. Although $O^* = \min\{O^*_{ATT}, O^*_{ATC}\}$, the DiM and DiR bound for $O^*$ are tighter than the minimum of the bounds for $O^*_{ATT}, O^*_{ATC}$, reflecting that using the two-sided density ratio bound is more effective than using two one-sided density ratio bounds separately.

Based on Theorem 5.1, we can construct approximate O-values as in Theorem 3.8 and exact O-values using the same confidence bounds for $T_0, T_1, \nu_0, \nu_1$, and $p_*$ as discussed in Appendix C. These O-values for ATT and ATC are also implemented in the \texttt{ovalue} package.

Similar to the O-values for ATE, we can normalize the O-values for ATT and ATC. For completely randomized experiments, the population overlap slacks for ATT and ATC are $1 - \pi$ and $\pi$, respectively. Therefore, we can normalize the O-values for ATT and ATC by $1 - \hat{\pi}$ and $\hat{\pi}$, respectively, where $\hat{\pi} = n_1/n$. Again, one minus the normalized O-value can be interpreted as the efficiency loss relative to a completely randomized experiment.

For Lalonde data, ATT is more often the inferential target than ATE. Table 4 presents the estimated efficiency loss for ATT, yielded by exact DiT O-value and approximate DiR O-value as in Table 3. As with ATE, the O-values show strong evidence on the lack of overlap when external control groups are used. Other types of O-values for ATT and ATC are presented in Appendix D.

<table>
<thead>
<tr>
<th></th>
<th>CPS</th>
<th></th>
<th>PSID</th>
<th></th>
<th>RCT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DiT</td>
<td>DiR (app.)</td>
<td>DiT</td>
<td>DiR (app.)</td>
<td>DiT</td>
</tr>
<tr>
<td>Raw</td>
<td>36.3%</td>
<td>17.2%</td>
<td>59.3%</td>
<td>57%</td>
<td>0%</td>
</tr>
<tr>
<td>V2</td>
<td>44.6%</td>
<td>39.4%</td>
<td>43.5%</td>
<td>69.4%</td>
<td></td>
</tr>
<tr>
<td>V3</td>
<td>33.9%</td>
<td>55.2%</td>
<td>21.7%</td>
<td>68.1%</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Estimated efficiency loss yielded by the exact DiT O-values and approximate DiR O-values for ATT. The other details are the same as in Table 3.

5.2 Quantile overlap slack

As alluded to earlier in Section 1, the population overlap slack is overly conservative when only a small fraction of propensity scores are in the tails. When the potential outcomes are bounded, dropping a handful of units with extreme propensity scores would only introduce a tolerable bias to the ATE estimator. If the remaining samples satisfy a decent strict overlap condition, the inference is still approximately valid. Therefore, a less conservative measure of the population overlap is the quantile of the propensity score distribution. For ATE, we can define the quantile overlap slack as

$$O^*_\gamma = \text{Quantile}_\gamma(\min\{e(X), 1 - e(X)\}).$$

Then the population overlap slack is essentially $O^*_1$. As argued above, $O^*_0.95$ might be more informative than $O^*_1$.

A natural upper bound for $O^*_\gamma$ can be derived based on $O^*_{CE}$. As discussed in Section 3.4, the expected classification error of the Bayes optimal classifier is $E[\min\{e(X), 1 - e(X)\}]$. By definition, the integrand is lower bounded by $O^*_\gamma$ when $\min\{e(X), 1 - e(X)\}$ lies below its $\gamma$ quantile. Therefore,

$$E[\min\{e(X), 1 - e(X)\}] \geq \gamma O^*_\gamma.$$

Analogous to Theorem 3.7, we can derive the following estimable upper bound for $O^*_\gamma$.

Theorem 5.2. With the same notation as in Theorem 3.7, for any $\gamma \in (0, 1]$,

$$O^*_\gamma \leq \gamma^{-1}(1 - \mathcal{E}_{\max}).$$

Theorem 5.2 implies that inflating a valid (approximate) CE O-value by a factor of $(\gamma^{-1} - 1)$ yields a valid (approximate) O-value for the $\gamma$-th quantile overlap slack. When $\gamma = 0.95$, the inflation factor is small.
The upper bounds for DiM, DiT, and DiR O-values can also be modified for the quantile overlap slack, though with substantially more complex adjustments. We leave them to future work.

For a completely randomized experiment, the quantile overlap slack is \( \min\{\pi, 1 - \pi\} \). Therefore, we can apply the same normalization as the O-values for population overlap slack for ATE. Table 5 presents the estimated efficiency loss yielded by exact and approximate CE O-values for \( O_{0.95}^* \). We observe that the exact O-values are much less powerful than those in Table 3. This is not surprising because CE O-values are not powerful for \( O_1^* \). Nevertheless, the approximate O-values still show a substantial lack of overlap even after dropping 5% units, especially when the control group is from PSID. The O-values with other estimator of propensity scores can be found in Appendix D.

<table>
<thead>
<tr>
<th></th>
<th>CPS</th>
<th>PSID</th>
<th>RCT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CE</td>
<td>CE (app.)</td>
<td>CE</td>
</tr>
<tr>
<td>Raw</td>
<td>0%</td>
<td>19.5%</td>
<td>15.5%</td>
</tr>
<tr>
<td>V2</td>
<td>0%</td>
<td>32%</td>
<td>35%</td>
</tr>
<tr>
<td>V3</td>
<td>9.8%</td>
<td>46.9%</td>
<td>18.5%</td>
</tr>
</tbody>
</table>

Table 5: Estimated efficiency loss yielded by the exact and approximate CE O-values for quantile population slack. The other details are the same as in Table 3.

5.3 Measure of overlap under additional outcome restrictions

The population overlap slack and quantile overlap slack are designed for extrapolation-free inference, that is, inference without modelling assumptions on the outcomes. When an outcome model is assumed, the treatment effect for a group without treated units can be inferred by extrapolation from a similar group with sufficient overlap. Therefore, the overlap condition can be weakened when extrapolation is possible. D’Amour et al. [2017] provide a detailed discussion on the tradeoff between outcome models and overlap.

Here, we discuss the partially linear model, which is widely studied in the literature [e.g. Robinson, 1988, Chernozhukov et al., 2016]. The model assumes that the observed outcome \( Y \) follows

\[
Y = T \tau + m(X) + \epsilon
\]

where \( \tau \) is the constant treatment effect, \( m(X) \) is a unknown function of \( X \), and \( \epsilon \) is the stochastic error. Under this model, the overlap is measured by

\[
O_{PL}^* \equiv \mathbb{E}[\text{Var}(T \mid X)].
\]

Indeed, the semiparametric efficiency bound for ATE under this model is inversely proportional to \( O_{PL}^* \) [Bhattacharya and Zhao, 1997].

For a binary treatment, \( \text{Var}(T \mid X) = e(X)(1 - e(X)) \) and thus

\[
O_{PL}^* = \mathbb{E}[e(X)(1 - e(X))].
\]

The following Theorem presents two estimable upper bounds of \( O_{PL}^* \).

**Theorem 5.3.** (1) Quasi-Variance (QVar) bound: \( O_{PL}^* \leq \mathbb{E}[(T - S)^2] \).

(2) With the same notation as in Theorem 3.7, \( O_{PL}^* \leq 1 - \mathcal{E}_{\text{max}} \).

For Quasi-Variance upper bound, we can apply the hedged capital bound detailed in Appendix C.1 to derive a lower confidence bound for \( \mathbb{E}[(T - S)^2] \), which yields an upper confidence bound for \( O_{PL}^* \). The second upper bound is identical to \( O_{CE}^* \), implying that a CE O-value is valid upper confidence bound for \( O_{PL}^* \). For both bounds, we can construct approximate O-values using the plug-in estimates for \( \mathbb{E}[(T - S)^2] \) and \( \mathcal{E}_{\text{max}} \).
Clearly, $O^*_{PL} = \pi(1 - \pi)$ for a completely randomized experiment. Therefore, we can normalize the O-value for $O^*_{PL}$ by $\hat{\pi}(1 - \hat{\pi})$. Table 6 presents the estimated efficiency loss yielded by exact and approximate QVar O-values. Again, these O-values show strong evidence on the lack of overlap with observational control groups even under a partial linear models. Other types of O-values for $O^*_{PL}$ are presented in Appendix D.

<table>
<thead>
<tr>
<th></th>
<th>CPS</th>
<th></th>
<th>PSID</th>
<th></th>
<th>RCT</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>QVar</td>
<td>QVar (app.)</td>
<td>QVar</td>
<td>QVar (app.)</td>
<td>QVar</td>
<td>QVar (app.)</td>
</tr>
<tr>
<td>Raw</td>
<td>56.5%</td>
<td>35.8%</td>
<td>59.6%</td>
<td>62.9%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>V2</td>
<td>48.7%</td>
<td>45.8%</td>
<td>52.6%</td>
<td>54.5%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>V3</td>
<td>39.3%</td>
<td>46.6%</td>
<td>54.3%</td>
<td>47.4%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6: Estimated efficiency loss yielded by the exact and approximate QVar O-values for partial linear models. The other details are the same as in Table 3.

6 Conclusion

In this paper, we introduce the population overlap slack and propose four different types of O-values — the Difference-in-Means (DiM), Difference-in-Tails (DiT), Difference-in-Ranks (DiR), and Classification-error (CE) O-values. These O-values are all valid upper confidence bounds for the population overlap slack in finite samples, without any distributional assumption other than operating on i.i.d. samples. The O-values are built on estimated propensity scores but the validity does not impose any requirement on the estimation (e.g., consistency). As a consequence, O-values can wrap around any black-box machine learning algorithm to estimate propensity scores without hurting the validity. A general strategy to construct a valid O-value proceeds as (1) choosing a measure of discrepancy between the distributions of estimated propensity scores in the treated and control groups, (2) deriving an estimable bound as a function of the population overlap slack in theory, and (3) inverting the function at a lower confidence bound for the discrepancy.

There are at least two ways to further improve O-values — tighter upper bounds for the population overlap slack, and tighter concentration inequalities for the discrepancy measures. The former is related to partial identification, though our strategies to derive the bounds are relatively non-standard. It would be interesting to explore whether our problem resembles other partial identification problems. The latter is related to many areas outside causal inference. For example, the hedged capital bound used for DiM O-values was initially developed for sequential inference, and the generalized Simes’ inequality used for DiT O-values was initially developed for multiple testing.

On the other hand, if the finite sample validity is not of primary concern, approximate O-values might be more appropriate because they are likely less conservative. In our paper, we propose the zero-order approximation by completely ignoring the uncertainty of the discrepancy estimates. It is also reasonable to consider first-order approximations by replacing the concentration inequalities, which are valid in finite samples, by large sample distributional approximations such as the central limit theorem.
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APPENDIX

A  Failure of Plug-in Estimators for Population Overlap Slack

The most straightforward estimator of the population overlap slack is the plug-in estimator

\[ \hat{O}_{\text{plugin}} = \min_i \min \{ \hat{e}(X_i), 1 - \hat{e}(X_i) \} \].

Although this approach permits flexible methods in estimation, there is typically no statistical guarantee like whether the assessment tends to be conservative or anti-conservative, unless strong assumptions are imposed. For instance, if a parametric method is used, the minimal requirement is the correct model specification; if a non-parametric method is used, the propensity score must satisfy some smoothness assumptions, depending on the method, which are not easy to justify in practice. Even if the regularity conditions are satisfied, the consistency is typically measured by pointwise convergence or convergence in some metrics, typified by the mean square errors \( \frac{1}{n} \sum_{i=1}^{n} (\hat{e}(x_i) - e(x_i))^2 \). It is unclear how accurate the approximation of the extreme values of \( e(x) \) is based on \( \hat{e}(x) \) in finite samples, as the former is clearly an irregular parameter. We use a toy simulation study to illustrate that the plug-in method can be both severely conservative or severely anti-conservative even for seemingly easy problems. In particular, we consider two data generating process:

C1: \( n = 1000, p = 50 \) and \( e(x) \equiv 0.5 \) for all \( x \). We fit a logistic regression to obtain \( \hat{e}(x) \);

C2: \( n = 500, p = 1000 \) and \( \log(e(x)/(1 - e(x))) = x^T \beta \) where \( \beta_1 = \ldots = \beta_{10} = 10/\sqrt{p}, \beta_{11} = \ldots = \beta_{1000} = 0 \). We fit an \( L_1 \) penalized logistic regression to obtain \( \hat{e}(x) \), with penalty level selected by 10-fold cross-validation.

In both cases, \( X \) is generated with i.i.d. standard normal entries. For each case, we calculate their population overlap slack and \( \hat{O}_{\text{plugin}} \). Figure 4 shows the boxplots of the real and estimated overlap slack on 1000 independent datasets.

![Box-plots of real and estimated overlap slack over 1000 replicates](image)

(a) Case 1  
(b) Case 2

Figure 4: Box-plots of real and estimated overlap slack over 1000 replicates.

Although the models are correctly specified for both cases and the estimate \( \hat{e}(x) \) is supposed to "work well" as suggested by the theory, the plug-in estimates of \( O^* \) can be either extremely anti-conservative or extremely conservative in spite of the reasonably large sample size. This illustrates that failure to take finite-sample uncertainty into consideration may yield inadequate results for this problem even in large samples due to the irregularity of the estimand. In a nutshell, the assessment given by the plug-in method can be statistically invalid due to model misspecification or poor finite-sample performance.
B  Technical Proofs

We start with a useful lemma that will be used for multiple times.

**Lemma B.1.** (Generalization of Theorem 2.1 in Rukhin et al. [1997]) Let $X$ be a random variable. Given any convex function $f$, non-decreasing function $w$, and non-negative function $h$ that satisfies $\mathbb{E}[h(X)] = 1$ and $a_{\min} \leq h(X) \leq a_{\max}$ almost surely for some $0 \leq a_{\min} \leq a_{\max} < \infty$, let

$$h^*(x) = \begin{cases} a_{\min} & (x < c) \\ a_{\max} & (x \geq c) \end{cases}$$

if $f(a_{\max}) \geq f(a_{\min})$, 

$$h^*(x) = \begin{cases} a_{\max} & (x < c) \\ a_{\min} & (x \geq c) \end{cases}$$

otherwise,

where $c$ is chosen such that $\mathbb{E}[h^*(X)] = 1$. Then

$$\mathbb{E}[w(X)f(h(X))] \leq \mathbb{E}[w(X)f(h^*(X))].$$

**Proof.** By Jensen’s inequality,

$$f(h(x)) = f \left( \frac{h(x) - a_{\min}}{a_{\max} - a_{\min}} a_{\max} + \frac{a_{\max} - h(x)}{a_{\max} - a_{\min}} a_{\min} \right) \leq \frac{h(x) - a_{\min}}{a_{\max} - a_{\min}} f(a_{\max}) + \frac{a_{\max} - h(x)}{a_{\max} - a_{\min}} f(a_{\min})$$

$$= \frac{f(a_{\max}) - f(a_{\min})}{a_{\max} - a_{\min}} h(x) + \frac{a_{\max} f(a_{\min}) - a_{\min} f(a_{\max})}{a_{\max} - a_{\min}}.$$

Since $h^*(x)$ only takes two values $a_{\max}$ and $a_{\min}$, it is easy to see that

$$f(h^*(x)) = \frac{f(a_{\max}) - f(a_{\min})}{a_{\max} - a_{\min}} h^*(x) + \frac{a_{\max} f(a_{\min}) - a_{\min} f(a_{\max})}{a_{\max} - a_{\min}}.$$

If $f(a_{\max}) \geq f(a_{\min})$, it remains to prove that

$$\mathbb{E}[w(X)h(X)] \leq \mathbb{E}[w(X)h^*(X)] \implies \mathbb{E}[w(X)(h^*(X) - h(X))] \geq 0$$

Since $h(X) \in [a_{\min}, a_{\max}]$ almost surely, $h^*(x) - h(x) \geq 0$ if $x \geq c$ and $h^*(x) - h(x) \leq 0$ if $x < c$. Due to the monotonicity and non-negativity of $w(x)$,

$$\mathbb{E}[w(X)(h^*(X) - h(X))] = \mathbb{E}[w(X)(h^*(X) - h(X))I(X \geq c)] + \mathbb{E}[w(X)(h^*(X) - h(X))I(X < c)]$$

$$\geq \mathbb{E}[w(c)(h^*(X) - h(X))I(X \geq c)] + \mathbb{E}[w(c)(h^*(X) - h(X))I(X < c)]$$

$$= w(c)\mathbb{E}[h^*(X) - h(X)] = 0,$$

where the last equality uses the fact that $\mathbb{E}[h^*(X)] = \mathbb{E}[h(X)] = 1$.

If $f(a_{\max}) < f(a_{\min})$, it remains to prove that

$$\mathbb{E}[w(X)h(X)] \geq \mathbb{E}[w(X)h^*(X)] \implies \mathbb{E}[w(X)(h^*(X) - h(X))] \leq 0.$$

This can be proved similarly as above. \qed

**Proof of Theorem 3.1.** If $\mathcal{O}^* = 1/2$, we must have $P_1 = P_0$ and thus $\mu_1 = \mu_0$. In this case it is easy to prove the theorem. Throughout the rest of the proof, we assume $\mathcal{O}^* < 1/2$. By definition,

$$\mu_1 - \mu_0 = \mathbb{E}_{P_1}[S] - \mathbb{E}_{P_0}[S] = \mathbb{E}_{P_0} \left[ S \left( \frac{dP_1}{dP_0} - 1 \right) \right].$$

Since $\mathbb{E}_{P_0}[dP_1/dP_0 - 1] = \mathbb{E}_{P_1}[S] - \mathbb{E}_{P_0}[S] = 0$,

$$\mu_1 - \mu_0 = \mathbb{E}_{P_0} \left[ (S - \mathbb{E}_{P_0}[S]) \left( \frac{dP_1}{dP_0} - 1 \right) \right].$$
By Cauchy-Schwarz inequality,
\[ |\mu_1 - \mu_0| \leq \sqrt{\mathbb{E}_{P_0}[(S - \mathbb{E}_{P_0}[S])^2]} \sqrt{\mathbb{E}_{P_0} \left( \frac{dP_1}{dP_0} - 1 \right)^2} = \sigma_0 \sqrt{\mathbb{E}_{P_0} \left( \frac{dP_1}{dP_0} - 1 \right)^2}. \] (24)

Applying Lemma B.1 with \( X \sim P_0, \ w(x) = 1, \ h(x) = dP_1(x)/dP_0(x) \) which satisfies \( \mathbb{E}_{P_0}[h(X)] = 1, \ a_{\min} = b_{\min}(O^*; \pi), \ a_{\max} = b_{\max}(O^*; \pi) \) and \( f(y) = (y - 1)^2 \) which is convex, if \( f(a_{\max}) \geq f(a_{\min}) \), we obtain that
\[ \mathbb{E}_{P_0} \left( \frac{dP_1}{dP_0} - 1 \right)^2 \leq (b_{\max}(O^*; \pi) - 1)^2 \mathbb{P}(X \geq c) + (1 - b_{\min}(O^*; \pi))^2 \mathbb{P}(X < c) \]
where \( c \) satisfies that
\[ 1 = \mathbb{E}[b_{\max}(O^*; \pi)I(X \geq c) + b_{\min}(O^*; \pi)I(X < c)] = b_{\max}(O^*; \pi)\mathbb{P}(X \geq c) + b_{\min}(O^*; \pi)\mathbb{P}(X < c). \]

Using the fact that \( \mathbb{P}(X \geq c) + \mathbb{P}(X < c) = 1 \), we obtain that
\[ \mathbb{P}(X \geq c) = \frac{1 - b_{\min}(O^*; \pi)}{b_{\max}(O^*; \pi) - b_{\min}(O^*; \pi)}. \]

By (24),
\[ T_0 \leq \sqrt{\mathbb{E}_{P_0} \left( \frac{dP_1}{dP_0} - 1 \right)^2} \leq \sqrt{(1 - b_{\min}(O^*; \pi))(b_{\max}(O^*; \pi) - 1)}. \]

Similarly we can prove the bound for \( T_1 \). If \( f(a_{\max}) < f(a_{\min}) \), we can show the above bound using the same arguments.

Now we prove that \( O^* \leq O_\text{dim}^+(T_0, T_1; \pi) \). By definitions of \( b_{\min}(O^*; \pi) \) and \( b_{\max}(O^*; \pi) \),
\[
T_0^2 \leq \left( 1 - \frac{1 - \pi}{\pi} \frac{O^*}{1 - O^*} \right) \left( \frac{1 - \pi}{\pi} \frac{1 - O^*}{O^*} - 1 \right)
= \frac{1 - \pi}{\pi} \left( \frac{1 - O^*}{O^*} + \frac{O^*}{1 - O^*} \right) - \frac{(1 - \pi)^2}{\pi^2} - 1
= \frac{1 - \pi}{\pi} \left( \frac{1}{O^*(1 - O^*)} - 2 \right) - \frac{(1 - \pi)^2}{\pi^2} - 1
= \frac{1 - \pi}{\pi O^*(1 - O^*)} - \left( \frac{1 - \pi}{\pi} + 1 \right)^2
= \frac{1}{\pi^2} \left( \frac{\pi(1 - \pi)}{O^*(1 - O^*)} - 1 \right).
\]

This implies that
\[ O^*(1 - O^*) \leq \frac{\pi(1 - \pi)}{(\pi T_0)^2 + 1} \Rightarrow \left( \frac{1}{2} - O^* \right)^2 \geq \frac{1}{4} - \frac{\pi(1 - \pi)}{(\pi T_0)^2 + 1}. \]

Since \( O^* \leq 1/2 \), we conclude that
\[ O^* \leq \frac{1}{2} - \sqrt{\frac{1}{4} - \frac{\pi(1 - \pi)}{(\pi T_0)^2 + 1}}. \]

Similarly, we can prove that
\[ O^* \leq \frac{1}{2} - \sqrt{\frac{1}{4} - \frac{\pi(1 - \pi)}{((1 - \pi)T_1)^2 + 1}}. \]

The proof is then completed. \( \square \)
Proof of Theorem 3.3. The bounds of $\nu_1$ and $\nu_0$ are direct consequence of (8). As a result,

\[
\frac{1 - \pi}{1 - \pi + \nu_1} \leq \frac{1 - \pi}{1 - \pi + \nu_0}.
\]

Similarly,

\[
\nu_1 \leq \frac{1 - \pi}{1 - \pi + \nu_1} \implies \nu_0 \leq \frac{1 - \pi}{1 - \pi + \nu_0}.
\]

$\Box$

Proof of Theorem 3.5. If $\mathcal{O}^* = 1/2$, we must have $P_1 = P_0$, $\pi = 1/2$ and $p_* = 1/2$. In this case it is easy to prove the theorem. Throughout the rest of the proof, we assume $\mathcal{O}^* < 1/2$. Let $F_1$ and $F_0$ denote the cdfs of $P_1$ and $P_0$. Since $P_1$ and $P_0$ do not have point mass, $p_* = \mathbb{P}(S^{(1)} \geq S^{(0)})$. Then

\[
p_* = \mathbb{P}(S^{(1)} \geq S^{(0)}) = \int_0^1 dP_1(x) \left( \int_0 x dP_0(y) \right) = \int_0^1 F_0(x)dP_1(x) = \int_0^1 F_0(x)\frac{dP_1(x)}{dP_0(x)}dP_0(x).
\]

Applying Lemma B.1 with $x \sim P_0$, $w(x) = F_0(x)$ which is non-decreasing, $b(x) = dP_1(x)/dP_0(x)$ which satisfies $\mathbb{E}_{P_0}[b(x)] = 1$, $a_{\min} = b_{\min}(\mathcal{O}^*; \pi)$, $a_{\max} = b_{\max}(\mathcal{O}^*; \pi)$ and $f(y) = y$ which is convex, since $f(a_{\max}) = a_{\max} \geq a_{\min} = f(a_{\min})$, we have that

\[
p_* = \mathbb{E}[F_0(X)h(X)] \leq \mathbb{E}[F_0(X)(b_{\max}(\mathcal{O}^*; \pi)I(X \geq c) + b_{\min}(\mathcal{O}^*; \pi)I(X < c))] = b_{\max}(\mathcal{O}^*; \pi)\mathbb{E}[F_0(X)I(X \geq c)] + b_{\min}(\mathcal{O}^*; \pi)\mathbb{E}[F_0(X)I(X < c)],
\]

(25)

where, as shown in the proof of (3.1), $c$ satisfies that

\[
\mathbb{P}(X \geq c) = \frac{1 - b_{\min}(\mathcal{O}^*; \pi)}{b_{\max}(\mathcal{O}^*; \pi) - b_{\min}(\mathcal{O}^*; \pi)}.
\]

Since $F_0$ does not have point mass,

\[
F_0(c) = \mathbb{P}(X < c) = 1 - F_0(c) = \frac{b_{\max}(\mathcal{O}^*; \pi) - 1}{b_{\max}(\mathcal{O}^*; \pi) - b_{\min}(\mathcal{O}^*; \pi)}
\]

(26)

Since $F_0$ is non-decreasing,

\[
\mathbb{E}[F_0(X)I(X \geq c)] \leq \mathbb{E}[F_0(X)I(F_0(X) \geq F_0(c))].
\]

Let $c' = \inf\{y : F_0(y) \geq F_0(c)\}$. Then

\[
\mathbb{E}[F_0(X)I(F_0(X) \geq F_0(c)) \leq \mathbb{E}[F_0(X)I(X \geq c')].
\]

Due to the right-continuity of $F_0$, $F_0(c') = F_0(c)$, implying that $\mathbb{P}(X \in (c', c]) = 0$. Since $F_0$ has no point mass, $\mathbb{P}(X \in [c', c]) = 0$, implying that

\[
\mathbb{E}[F_0(X)I(X \geq c')] = \mathbb{E}[F_0(X)I(X \geq c)].
\]

Therefore,

\[
\mathbb{E}[F_0(X)I(X \geq c)] \leq \mathbb{E}[F_0(X)I(F_0(X) \geq F_0(c))].
\]

As a result,

\[
\mathbb{E}[F_0(X)I(X \geq c)] = \mathbb{E}[F_0(X)I(F_0(X) \geq F_0(c))] = \int_{F_0(c)}^1 F_0(x)dF_0(x) = \frac{1}{2} (1 - F_0(c)^2).
\]

This entails that

\[
\mathbb{E}[F_0(X)I(X < c)] = \mathbb{E}[F_0(X)] - \mathbb{E}[F_0(X)I(X \geq c)] = \frac{1}{2} F_0(c)^2.
\]
By (25) and (26),
\[
p_\ast \leq \frac{b_{\text{max}}(O^*; \pi) - (b_{\text{max}}(O^*; \pi) - 1)^2}{2(b_{\text{max}}(O^*; \pi) - b_{\text{min}}(O^*; \pi))} = \frac{2b_{\text{max}}(O^*; \pi) - 1 - b_{\text{max}}(O^*; \pi)b_{\text{min}}(O^*; \pi)}{2(b_{\text{max}}(O^*; \pi) - b_{\text{min}}(O^*; \pi))}
\]
\[
= \frac{2^{1-\pi} (1-O^*) - (1-\pi)^2 - 1}{2^{1-\pi} (1-O^*) - (1-O^*)} = \frac{O^* (1-O^*)}{2(1-2O^*)} \left( \frac{2(1-O^*) - 1}{\pi} - \frac{1}{\pi} \right)
\]
\[
= \frac{O^* (1-O^*)}{2(1-2O^*)} \left( \frac{2}{\pi (1-\pi)} \right) = \frac{1 - O^*}{2(1-2O^*)} \left( 2 - \frac{O^*}{\pi (1-\pi)} \right).
\]

Similarly, by replacing \( b_{\text{max}} \) by \( b_{\text{min}}^{-1} \) and \( b_{\text{min}} \) by \( b_{\text{max}}^{-1} \), we can prove that the above bound is also an upper bound of \( 1-p_\ast = \mathbb{P}(S^{(1)} \leq S^{(0)}) \). Therefore,
\[
\max\{p_\ast, 1-p_\ast\} \leq \frac{1 - O^*}{2(1-2O^*)} \left( 2 - \frac{O^*}{\pi (1-\pi)} \right).
\]

Let \( q = \max\{p_\ast, 1-p_\ast\} \) for notational convenience. The above inequality implies that
\[
2\pi (1-\pi)q(1-2O^*) \leq (1 - O^*) (2\pi (1-\pi) - O^*)
\]
\[
\implies O^* - (1 + 2\pi (1-\pi)(1-2q)) O^* + 2\pi (1-\pi)(1-q) \geq 0
\]
\[
\implies \left( O^* - \frac{1}{2} - \pi (1-\pi)(1-2q) \right)^2 \geq \left( \frac{1}{2} + \pi (1-\pi)(1-2q) \right)^2 - 2\pi (1-\pi)(1-q)
\]
\[
\implies \left( O^* - \frac{1}{2} - \pi (1-\pi)(1-2q) \right)^2 \geq \frac{(1-2\pi)^2}{4} + \pi (1-\pi)(1-2q)^2
\]
\[
\implies O^* \leq \frac{1}{2} + \pi (1-\pi)(1-2q) - \sqrt{\frac{(1-2\pi)^2}{4} + \pi (1-\pi)(1-2q)^2}
\]
or
\[
O^* \geq \frac{1}{2} + \pi (1-\pi)(1-2q) + \sqrt{\frac{(1-2\pi)^2}{4} + \pi (1-\pi)(1-2q)^2}.
\]

Note that \( 1-2q = |1-2p_\ast| \). It remains to prove that the second bound never holds. In fact, since \( \pi \leq 1/2 \),
\[
\frac{1}{2} + \pi (1-\pi)(1-2q) + \frac{(1-2\pi)^2}{4} + \pi (1-\pi)(1-2q)^2 \geq \frac{1}{2} + \pi (1-\pi)(1-2q) + |\pi (1-\pi)(1-2q)| \geq \frac{1}{2}
\]

The bound never holds since \( O^* < 1/2 \) as assumed at the beginning of the proof. \( \square \)

**Proof of Lemma 3.1.** Since \( \hat{\sigma}^2 \) is permutation-invariant, we can assume without loss of generality that \( T_1 = \cdots = T_{n_1} = 1 \) and \( T_{n_1+1} = \cdots = T_n = 0 \). In this case, \( T_i(1-T_j) \neq 0 \) only if \( i < j \). For any \((i_1, i_2, i_3, i_4)\), the summand \( (\phi(z_{i_1}, z_{i_2}) - \phi(z_{i_3}, z_{i_4}))^2 \) remains invariant if \( i_1 \) and \( i_2 \) are interchanged.
or $i_3$ and $i_4$ are interchanged. As a result, \[
\begin{align*}
n(n-1)(n-2)(n-3)\hat{\sigma}^2 &= \sum_{i_1 \neq i_2 \neq i_3 \neq i_4} (\phi(z_{i_1}, z_{i_2}) - \phi(z_{i_3}, z_{i_4}))^2 = \sum_{i_1 < i_2, i_3 \neq i_4} (\phi(z_{i_1}, z_{i_2}) - \phi(z_{i_3}, z_{i_4}))^2 \\
&= \sum_{i_1 < i_2, i_3 \neq i_4} (T_{i_1}(1 - T_{i_2})I(S_{i_1} > S_{i_2}) - T_{i_3}(1 - T_{i_4})I(S_{i_3} > S_{i_4}))^2 \\
&= \sum_{i_1 < i_2, i_3 \neq i_4} (T_{i_1}(1 - T_{i_2})I(S_{i_1} > S_{i_2}) + T_{i_3}(1 - T_{i_4})I(S_{i_3} > S_{i_4})) \\
&\quad - 2 \sum_{i_1 < i_2, i_3 \neq i_4} T_{i_1}(1 - T_{i_2})T_{i_3}(1 - T_{i_4})I(S_{i_1} > S_{i_2}, S_{i_3} > S_{i_4}) \\
&= 2 \sum_{i_1 < i_2, i_3 \neq i_4} T_{i_1}(1 - T_{i_2})I(S_{i_1} > S_{i_2}) \\
&\quad - 2 \sum_{i_1 < i_2, i_3 \neq i_4} T_{i_1}(1 - T_{i_2})T_{i_3}(1 - T_{i_4})I(S_{i_1} > S_{i_2}, S_{i_3} > S_{i_4}) \\
&\triangleq \Sigma_1 - \Sigma_2.
\end{align*}
\]

Fix any $i_1 < i_2$, there are $(n-2)(n-3)/2$ pairs of $(i_3, i_4)$ with $i_3 < i_4$ that are distinct from $(i_1, i_2)$. As a result, \[
\Sigma_1 = (n-2)(n-3) \sum_{i_1 < i_2} T_{i_1}(1 - T_{i_2})I(S_{i_1} > S_{i_2}) = (n-2)(n-3)\hat{U}.
\]

On the other hand, \[
\begin{align*}
\Sigma_2 &= 2 \sum_{i_1 \neq i_3} \sum_{i_2 \neq i_4} \sum_{i_1, i_3 \leq n_1, i_2, i_4 > n_1} I(S_{i_1} > S_{i_2}, S_{i_3} > S_{i_4}) \\
&= 2 \sum_{i_1, i_3 \leq n_1, i_2, i_4 > n_1} \sum I(S_{i_1} > S_{i_2}, S_{i_3} > S_{i_4}) - 2 \sum_{i_1 \leq n_1} \sum_{i_2, i_4 > n_1} I(S_{i_1} > S_{i_2}, S_{i_3} > S_{i_4}) \\
&\quad - 2 \sum_{i_1, i_3 \leq n_1, i_2 > n_1} \sum I(S_{i_1} > S_{i_2}, S_{i_3} > S_{i_2}) + 2 \sum_{i_1 \leq n_1} \sum I(S_{i_1} > S_{i_2}) \\
&\triangleq 2\Sigma_2^{(1)} - 2\Sigma_2^{(2)} - 2\Sigma_2^{(3)} + 2\Sigma_2^{(4)}.
\end{align*}
\]

By definition, $\Sigma_2^{(4)} = \hat{U}$, and \[
\Sigma_2^{(1)} = \sum_{i_1 \leq n_1} \sum_{i_2 > n_1} \sum_{i_3 \leq n_1} \sum_{i_4 > n_1} I(S_{i_1} > S_{i_2}, S_{i_3} > S_{i_4}) \\
= \left( \sum_{i_1 \leq n_1} I(S_{i_1} > S_{i_2}) \right) \left( \sum_{i_3 \leq n_1} I(S_{i_3} > S_{i_4}) \right) = \hat{U}^2.
\]

To derive $\Sigma_2^{(2)}$ and $\Sigma_2^{(3)}$, we recall the definition of $\hat{R}_i$ given by (17). Then \[
\begin{align*}
\Sigma_2^{(2)} &= \sum_{i_1 \leq n_1} \left\{ \left( \sum_{i_2 > n_1} I(S_{i_1} > S_{i_2}) \right) \left( \sum_{i_4 > n_1} I(S_{i_1} > S_{i_4}) \right) \right\} \\
&= \sum_{i_1 \leq n_1} \left( \sum_{i_2 > n_1} I(S_{i_1} > S_{i_2}) \right)^2 = \sum_{i_1 \leq n_1} \tilde{R}_i^2,
\end{align*}
\]

\[
\Sigma_2^{(3)} = \sum_{i_1 \leq n_1} \sum_{i_2 > n_1} \sum_{i_3 \leq n_1} \sum_{i_4 > n_1} I(S_{i_1} > S_{i_2}, S_{i_3} > S_{i_4}) \\
= \left( \sum_{i_1 \leq n_1} I(S_{i_1} > S_{i_2}) \right) \left( \sum_{i_3 \leq n_1} I(S_{i_3} > S_{i_4}) \right) = \hat{U}^2.
\]
and

\[
\Sigma_2^{(2)} = \sum_{i_2 > n_1} \left\{ \left( \sum_{i_1 \leq n_1} I(S_{i_1} > S_{i_2}) \right) \left( \sum_{i_3 \leq n_1} I(S_{i_3} > S_{i_2}) \right) \right\}
\]

\[
= \sum_{i_2 > n_1} \left( \sum_{i_1 \leq n_1} I(S_{i_1} > S_{i_2}) \right)^2 = \sum_{i_2 > n_1} \tilde{R}_i^2.
\]

Putting the pieces together, we conclude that

\[
\Sigma_2 = 2 \tilde{U} + 2 \tilde{U}^2 - 2 \sum_{i=1}^{n} \tilde{R}_i^2.
\]

Therefore,

\[
n(n - 1)(n - 2)(n - 3)\hat{\sigma}^2 = \Sigma_1 - \Sigma_2 = (n - 1)(n - 4)\tilde{U} - 2\tilde{U}^2 + 2 \sum_{i=1}^{n} \tilde{R}_i^2.
\]

\[
\square
\]

**Proof of Proposition 3.4.** Let \( A_\eta \) denote a subset of \( \mathbb{R}^2 \) such that \( I(T_i = I(S_i > \eta)) = I(Z_i \in A_\eta) \) where \( Z_i = (T_i, S_i) \). For instance, \( A(\eta) \) can be chosen as \( \{1\} \times (\eta, 1] \cup \{0\} \times [0, \eta] \). Note that \( I(t = I(s > \eta)) \in [0, 1] \) for any \( (t, s) \). By equation (3.15) of Vapnik [1995], Then,

\[
\sup_{\eta \in [0, 1]} (\mathcal{E}(\eta) - \mathcal{E}(\eta)) \leq \sqrt{\log \Delta(2n) + \log \left( \frac{4}{\beta} \right)}\frac{1}{n}
\]

where \( \Delta(m) \) is the shattering number, defined as

\[
\Delta(m) = \max_{z_1, \ldots, z_m} \text{Card}\left\{ (I(z_1 \in A(\eta)), \ldots, I(z_m \in A(\eta)) : \eta \in [0, 1] \right\},
\]

and Card denotes the cardinality of a set. It is easy to see that

\[
\Delta(m) \leq \max_{z_1, \ldots, z_m \in [0, 1]} \text{Card}\left\{ (I(z_1 > \eta), \ldots, I(z_m > \eta) : \eta \in [0, 1] \right\} = m + 1.
\]

The proof is then completed by setting \( m = 2n \).\(\square\)

**Proof of Proposition 3.5.** By definition, \( \mathbb{P}(\hat{O}^{(b)} \leq O^*) \leq q \alpha \). On the event \( \hat{O} \leq O^* \),

\[
q \leq \frac{1}{B} \sum_{b=1}^{B} I(\hat{O}^{(b)} \leq \hat{O}) \leq \frac{1}{B} \sum_{b=1}^{B} I(\hat{O}^{(b)} \leq O^*)
\]

where the first inequality is obtained from the definition of \( \hat{O} \). Taking expectation over both sides,

\[
q \mathbb{P}(\hat{O} \leq O^*) \leq \mathbb{E} \left[ I(\hat{O} \leq O^*) \frac{1}{B} \sum_{b=1}^{B} I(\hat{O}^{(b)} \leq O^*) \right] \leq \mathbb{E} \left[ \frac{1}{B} \sum_{b=1}^{B} I(\hat{O}^{(b)} \leq O^*) \right] \leq q \alpha.
\]

The proof is then completed.\(\square\)

**Proof of Theorem 3.8.** Let \( N \) denote the total sample size, \( N_1 \) denote the size of the treatment group and \( N_0 \) denote the size of the control group. Further let \( S_i^* = e^*(X_i) \). Since \( \pi \in (0, 1) \), we have \( \hat{\pi} \overset{p}{\rightarrow} \pi \). Furthermore, the condition (22) implies that

\[
\mathbb{P} \left( \max_i |S_i - S_i^*| \geq \rho_N \right) \leq \rho_N, \quad \text{for some sequence } \rho_N \to 0. \tag{28}
\]

For notational convenience, we let \( \mathcal{V} \) denote event that \( \max_i |S_i - S_i^*| \leq \rho_N \).
• (Approximate DiM O-value) Let \( \mu_t^* = E[e^*(X) \mid T = t] \) and \( \sigma_t^2 = \text{Var}[e^*(X) \mid T = t] \). Further let \( T_t^* = |\mu_t^* - \mu_0^*|/\max\{\sigma_t^*, \zeta]\). By Theorem 3.1,
\[
\mathcal{O}_{\text{DiM}}^+(T_0^*, T_t^*; \pi) \geq \mathcal{O}^*.
\]
Since \( \hat{\pi} \xrightarrow{p} \pi \) and \( \mathcal{O}_{\text{DiM}}^+ \) is continuous in all arguments, it remains to prove \( \hat{T}_t \xrightarrow{p} T_t^* \) for both \( t = 0, 1 \). By (28),
\[
\left| \hat{\mu}_1 - \frac{1}{N_1} \sum_{T_1=1} S_{t_1}^* \right| \xrightarrow{p} 0.
\]
By the law of large numbers,
\[
\frac{1}{N_1} \sum_{T_1=1} S_{t_1}^* = \frac{1}{\hat{\pi} N} \sum_{i=1}^N S_{t_i}^* I(T_i = 1) \xrightarrow{p} \frac{1}{\pi} E[S_{t_i}^* I(T_i = 1)] = \mu_1^*.
\]
On the other hand, since \( S_1, S_t^* \in [0, 1] \),
\[
|S_1^2 - S_t^*| = |S_1 - S_t^*||S_1 + S_t^*| \leq 2|S_1 - S_t^*|.
\]
Then (28) implies that
\[
\left| \frac{1}{N_1 - 1} \sum_{T_1=1} S_{t_1}^2 - \frac{1}{N_1 - 1} \sum_{T_1=1} S_{t_1}^* \right| \xrightarrow{p} 0.
\]
Similar to the mean, by the law of large numbers, we have
\[
\frac{1}{N_1 - 1} \sum_{T_1=1} S_{t_1}^2 \xrightarrow{p} E[e^*(X) \mid T = 1]^2.
\]
As a result,
\[
\hat{\sigma}_t^2 = \frac{1}{N_1 - 1} \sum_{i=1}^N S_i^2 - \frac{1}{N_1} \left( \frac{1}{N_1} \sum_{i=1}^N S_i \right)^2 \xrightarrow{p} \sigma_t^2.
\]
Similarly, we have \( \hat{\mu}_0 \xrightarrow{p} \mu_0^* \) and \( \hat{\sigma}_0^2 \xrightarrow{p} \sigma_0^2 \).

Therefore, \( |\hat{\mu}_1 - \hat{\mu}_0| \xrightarrow{p} |\mu_1 - \mu_0^*| \) and \( 1/\max\{\hat{\sigma}_1, \zeta\} \xrightarrow{p} 1/\max\{\sigma_1^*, \zeta\} \) for any \( \zeta \geq 0 \). When \( \zeta > 0 \) or \( \hat{\sigma}_1^*, \hat{\sigma}_0^* > 0 \), \( 1/\max\{\hat{\sigma}_1, \zeta\} < \infty \) and by Slusky’s lemma, \( \hat{T}_t \xrightarrow{p} T_t^* \). When \( \zeta = 0 \) and \( \hat{\sigma}_1^* = 0 \) (or \( \hat{\sigma}_0^* = 0 \)), \( 1/\max\{\hat{\sigma}_1, \zeta\} = \infty \). If \( |\mu_1^* - \mu_0^*| > 0, \hat{T}_1 \xrightarrow{p} \infty = T_t^* \) (or \( \hat{T}_0 \xrightarrow{p} \infty = T_t^* \)). The proof is then completed.

• (Approximate DiR O-value) Let \( Z_t^* = (T_t, S_t^*) \) and \( \hat{U}^* = \frac{1}{N(N-1)} \sum_{i \neq j} \phi(Z_i^*, Z_j^*) \). Then By Theorem 3.5, we have
\[
\mathcal{O}^* \leq \mathcal{O}_{\text{DiR}}^+(\mathcal{E}[\hat{U}^*]; \pi).
\]
It remains to prove that \( |\hat{U} - \hat{U}^*| \xrightarrow{p} 0 \). Since \( |\hat{U} - \hat{U}^*| \leq 2 \), it is left to prove that \( |\hat{U} - \hat{U}^*| I_V \xrightarrow{p} 0 \).

On the event \( V \), \( \phi(Z_i, Z_j) = \phi(Z_i^*, Z_j^*) \) if \( |S_i^* - S_j^*| \leq 2\rho_N \). As a result,
\[
|\hat{U} - \hat{U}^*| I_V \leq \frac{1}{N(N-1)} \sum_{i \neq j} \phi(Z_i^*, Z_j^*) I(|S_i^* - S_j^*| \leq 2\rho_N) I_V
\]
\[
\leq \frac{1}{N(N-1)} \sum_{i \neq j} I(|S_i^* - S_j^*| \leq 2\rho_N) \leq \hat{U}.
\]
By Hoeffding inequality for U-statistics (Hoeffding [1963], equation 5.7),
\[
P\left(|\hat{U} - E[\hat{U}]| \geq t \right) \leq 2 \exp \left\{ -2 \left( \frac{N}{2} t^2 \right) \right\}.
\]
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As a result,
\[ |\hat{U} - E[\hat{U}]| \overset{P}{\to} 0.\]
By definition, \(E[\hat{U}] = \mathbb{P}(|S_i^* - S_j^*| \leq \rho_N)\). By the dominated convergence theorem,
\[ \mathbb{P}(|S_i^* - S_j^*| \leq \rho_N) \to \mathbb{P}(|S_i^* - S_j^*| = 0) = \mathbb{P}(S_i^* = S_j^*). \]
Since the distribution of \(e^*(X_i)\) has no point mass, \(\mathbb{P}(S_i^* = S_j^*) = 0\). The proof is then completed by putting the pieces together.

- (Approximate CE O-value) Let \(\mathcal{E}^*(\eta) = \mathbb{P}(T = I(e^*(X) > \eta))\). By Theorem 3.7, \(\mathcal{O}^* \leq 1 - \sup_{\eta \in [0,1]} \mathcal{E}^*(\eta)\). It remains to prove that
\[ \sup_{\eta \in [0,1]} \hat{E}(\eta) \overset{P}{\to} \sup_{\eta \in [0,1]} \mathcal{E}^*(\eta). \]

Let
\[ \hat{E}_t(\eta) = \frac{1}{N} \sum_{T_i = t} I(T_i = I(S_i > \eta)), \quad \hat{E}_t^*(\eta) = \frac{1}{N} \sum_{T_i = t} I(T_i = I(S_i^* > \eta)). \]
On the event \(\mathcal{V}\),
\[ \hat{E}_1(\eta) \leq \hat{E}_1^*(\eta) + \sup_{\eta \in [0,1]} |\hat{E}_1^*(\eta) - \mathbb{E}[\hat{E}_1^*(\eta)]| \]
\[ \leq \mathcal{E}_1^*(\eta) + \sup_{|\eta_1 - \eta_2| \leq \rho_n} |\mathcal{E}_1^*(\eta_1) - \mathcal{E}_1^*(\eta_2)| + \sup_{\eta \in [0,1]} |\hat{E}_1^*(\eta) - \mathbb{E}[\hat{E}_1^*(\eta)]| \]
\[ \overset{\Delta_j}{=} \mathcal{E}_1^*(\eta) + \Delta_{11} + \Delta_{12}. \]
Similarly, on the event \(\mathcal{V}\),
\[ \hat{E}_1(\eta) \geq \hat{E}_1^*(\eta) - \Delta_{11} - \Delta_{12}. \]
As a consequence,
\[ \sup_{\eta \in [0,1]} |\hat{E}_1(\eta) - \pi \mathcal{E}_1^*(\eta)| \overset{I_V}{\leq} \Delta_{11} + \Delta_{12} \implies \sup_{\eta \in [0,1]} |\hat{E}_1(\eta) - \pi \mathcal{E}_1^*(\eta)| \leq \Delta_{11} + \Delta_{12} + I_V. \]
By (28), \(I_V \overset{P}{\to} 0\). Since \(\mathcal{E}_1^*(\eta)\) has a bounded derivative, \(\Delta_{11} \to 0\). Finally, the inequality that Proposition 3.4 adapts to implies that for any \(\alpha > 0\),
\[ \mathbb{P} \left( \Delta_{12} \geq \sqrt{\frac{\log(2N + 1) + \log(4/\alpha)}{N}} \right) \leq \alpha. \]
Therefore, \(\Delta_{12} \overset{P}{\to} 0\). Putting the pieces together, we conclude that
\[ \sup_{\eta \in [0,1]} |\hat{E}_1(\eta) - \mathcal{E}_1^*(\eta)| \overset{P}{\to} 0. \]
Similarly, we can prove that
\[ \sup_{\eta \in [0,1]} |\hat{E}_0(\eta) - \mathcal{E}_0^*(\eta)| \overset{P}{\to} 0. \]
Since \(\hat{E}(\eta) = \hat{E}_1(\eta) + \hat{E}_0(\eta)\) and \(\mathcal{E}(\eta) = \mathcal{E}_1^*(\eta) + \mathcal{E}_0^*(\eta)\),
\[ \sup_{\eta \in [0,1]} |\hat{E}(\eta) - \mathcal{E}(\eta)| \leq \sup_{\eta \in [0,1]} |\hat{E}_1(\eta) - \mathcal{E}_1^*(\eta)| + \sup_{\eta \in [0,1]} |\hat{E}_0(\eta) - \mathcal{E}_0^*(\eta)| \overset{P}{\to} 0. \]
\[ \square \]
Proof of Theorem 5.1. We only present the proof for ATT. The results for ATC can be proved by symmetry. By definition,
\[ b_{\min, ATT}(S; \pi) \triangleq 0 \leq \frac{dP_1}{dP_0}(S) \leq \frac{1 - \pi}{\pi} 1 - O_{\text{ATT}}^* \triangleq b_{\max, ATT}(S; \pi). \]

- The proof of Theorem 3.1 implies that
\[ T_0 \leq \sqrt{(1 - b_{\min, ATT}(S^*; \pi))(b_{\max, ATT}(S^*; \pi) - 1)} = \sqrt{\frac{1 - \pi}{\pi} 1 - O_{\text{ATT}}^*} - 1. \]

Squaring both sides implies that
\[ \frac{\pi}{1 - \pi}(1 + T_0^2) \leq \frac{1 - O_{\text{ATT}}^*}{O_{\text{ATT}}^*} \implies O_{\text{ATT}}^* \leq \frac{1 - \pi}{1 + \pi T_0^2}. \]

- It is obvious that \( \nu_1 \leq b_{\max}(S^*; \pi) \), which implies the bound for \( O_{\text{ATT}}^* \).
- Recalling (25) and (26) in the proof of Theorem 3.5,
\[ p_* \leq \frac{b_{\max, ATT}(S^*; \pi)}{2} - \frac{(b_{\max, ATT}(S^*; \pi) - 1)^2}{2(b_{\max, ATT}(S^*; \pi) - b_{\min, ATT}(S^*; \pi))}, \]
\[ = \frac{b_{\max, ATT}(S^*; \pi)}{2} - \frac{(b_{\max, ATT}(S^*; \pi) - 1)^2}{2b_{\max, ATT}(S^*; \pi)} \]
\[ = 1 - \frac{1}{2b_{\max, ATT}(S^*; \pi)} = 1 - \frac{\pi O_{\text{ATT}}^*}{2(1 - \pi)(1 - O_{\text{ATT}}^*)}. \]

This implies the desired result.

\[ \square \]

Proof of Theorem 5.3. (1) By definition,
\[ O_{\text{pl}}^* = E[\text{Var}(T \mid X)] = \mathbb{E}((T - \hat{e}(X))^2] \leq \mathbb{E}[(T - \hat{e}(X))^2]. \]

The proof is completed by noting that \( S = \hat{e}(X) \).

(2) Recall that \( 1 - \mathcal{E}_{\max} = E[\min\{e(X), 1 - e(X)\}] \). The result is proved by the simple fact that
\[ e(X)(1 - e(X)) \leq \min\{e(X), 1 - e(X)\}. \]

\[ \square \]

C  Refined Concentration Inequalities For Tighter O-values

C.1  Tighter DiM O-values

Since \( S_i \) is an estimated propensity score, we expect that \( \mu_1 > \mu_0 \). This motivates us to consider one-sided confidence intervals for \( \mu_1 \) and \( \mu_0 \). In particular, \( (T_1^-, T_0^-) \) is a valid lower confidence envelope of \( (T_1, T_0) \) if
\[ T_1^- = \frac{\max\{\hat{\mu_1} - \hat{\mu}_0^+, 0\}}{\hat{\sigma}_1^-}, \quad T_0^- = \frac{\max\{\hat{\mu}_1 - \hat{\mu}_0^+, 0\}}{\hat{\sigma}_0^-} \]

where \( \hat{\mu}_0^+, \hat{\sigma}_1^- \) are \((1 - \alpha/4)\) upper confidence bounds of \( \mu_0, \sigma_1 \), and \( \sigma_0, \) respectively, and \( \hat{\mu}_1^- \) is a \((1 - \alpha/4)\) lower confidence bound of \( \mu_1 \).

For the mean parameters, it is known that the Hoeffding’s and empirical Bernstein’s inequalities are loose in constants [e.g. Waudby-Smith and Ramdas, 2020, Kuchibhotla and Zheng, 2020, Bates et al., 2021a]. For the refined DiM O-value, we apply the following tighter bound.
Proposition C.1 (Hedged Capital bound, Waudby-Smith and Ramdas [2020], Theorem 3). Let $Z_1, \ldots, Z_n \in [0, 1]$ be i.i.d. random variables with $E[Z_1] = \mu$. For each $i = 1, \ldots, n$,

$$
\hat{\mu}_i = \frac{1/2 + \sum_{j=1}^{i} Z_j}{1 + i}, \quad \hat{\sigma}_i^2 = \frac{1/4 + \sum_{j=1}^{i} (Z_j - \hat{\mu}_j)^2}{1 + i}, \quad \nu_i = \min \left\{ 1, \sqrt{\frac{2 \log(1/\alpha)}{n\hat{\sigma}_i^2}} \right\}.
$$

Further let

$$
K_i^\pm(m) = \prod_{t=1}^{i} \{1 \pm \nu_i(Z_t - m)\}.
$$

Then

$$
P \left( \max_{t \leq n} K_i^\pm(\mu) > \frac{1}{\alpha} \right) \leq \alpha.
$$

By Proposition C.1, we can construct $\hat{\mu}_i$ and $\hat{\mu}_0^+$ as

$$
\hat{\mu}_i^- = \sup \left\{ m : \max_{t \leq n} K_{t,i}^+(m) \leq \frac{4}{\alpha} \right\}, \quad \hat{\mu}_0^+ = \inf \left\{ m : \max_{t \leq n} K_{t,0}^-(m) \leq \frac{4}{\alpha} \right\},
$$

where $K_{t,1}$ and $K_{t,0}$ are constructed from the estimated propensity scores in the treated and control groups, respectively.

For the standard deviations, we prove three lower-tail inequalities for the empirical variance estimate.

Proposition C.2. Let $Z_1, \ldots, Z_n \in [0, 1]$ be i.i.d. random variables with $\text{Var}[Z_1] = \sigma^2$ and $\hat{\sigma}$ be the standard error, i.e., $\hat{\sigma}^2 = (1/(n-1)) \sum_{i=1}^{n} (Z_i - \bar{Z})^2$, where $\bar{Z} = (1/n) \sum_{i=1}^{n} Z_i$. Further let $m = \lceil n/2 \rceil$. Then

1. (Improved Hoeffding inequality for U-statistics, modified from Section 5 of Hoeffding [1963])

$$
P(\hat{\sigma}^2 \leq x) \leq \exp \left\{ -mh \left( x \wedge \sigma^2 ; \sigma^2 \right) \right\},
$$

where $h(a; b) = a \log(a/b) + (1-a) \log((1-a)/(1-b))$.

2. (Bentkus inequality for U-statistics, modified from Bentkus et al. [2004])

$$
P \left( \hat{\sigma}^2 \leq x \right) \leq cP \left( \text{Bin} \left( m; \sigma^2 \right) \leq \lceil mx \rceil \right).
$$

3. (Maurer-Pontil inequality, Equation (5) of Maurer and Pontil [2009])

$$
P \left( \hat{\sigma}^2 \leq x \right) \leq \exp \left\{ -\frac{(n-1)((\sigma^2 - x) \vee 0)^2}{2\sigma^2} \right\}.
$$

Proposition C.2 implies that

$$
P \left( \hat{\sigma}^2 \leq x \right) \leq F(x; \sigma^2),
$$

where

$$
F(x; \sigma^2) = \min \left\{ \exp \left\{ -mh \left( x \wedge \sigma^2 ; \sigma^2 \right) \right\}, cP \left( \text{Bin} \left( m; \sigma^2 \right) \leq \lceil mx \rceil \right), \exp \left\{ -\frac{(n-1)((\sigma^2 - x) \vee 0)^2}{2\sigma^2} \right\} \right\}.
$$

Let $F^{-1}(y; \sigma^2)$ be the solution of $F(x; \sigma^2) = y$ given $\sigma^2$, and $f(\sigma^2) = F^{-1}(\alpha; \sigma^2)$. Clearly, $f$ is an increasing function. Then

$$
P \left[ \hat{\sigma}^2 \leq f(\sigma^2) \right] \leq \alpha \implies P \left[ f^{-1}(\hat{\sigma}^2) \leq \sigma^2 \right] \leq \alpha.
$$

As a consequence, $\hat{\sigma}^+ \triangleq \sqrt{f^{-1}(\hat{\sigma}^2)}$ is a valid upper confidence bound of $\sigma$. To simplify the computation, note that

$$
\hat{\sigma}^+ = \sqrt{f^{-1}(\hat{\sigma}^2)} \iff \hat{\sigma}^2 = f(\hat{\sigma}^+)^2 = F^{-1}(\alpha; \hat{\sigma}^+)^2 \iff F(\hat{\sigma}^2; \hat{\sigma}^+)^2 = \alpha.
$$
Thus, $\hat{\sigma}^+$ can be reformulated as

$$\hat{\sigma}^+ = \sup \{ \sigma : F(\hat{\sigma}^2; \sigma^2) > \alpha \}. \quad (29)$$

Therefore, we can construct $\hat{\sigma}^+_1$ and $\hat{\sigma}^+_0$ based on (29) with $\alpha$ replaced by $\alpha/4$.

**Proof of Proposition C.2.**

1. Note that $\hat{\sigma}^2$ can be written as a U-statistic

$$\hat{\sigma}^2 = \frac{1}{n(n-1)} \sum_{i \neq j} (Z_i - Z_j)^2. \quad (30)$$

Let $\pi : [n] \mapsto [n]$ be a uniform random permutation. Further let $\hat{Z}_{k,\pi} = 1-(Z_{\pi(2k-1)} - Z_{\pi(2k)})^2$. Then $\hat{Z}_{k,\pi} \in [0,1]$ with $E[\hat{Z}_k] = 1-\sigma^2$ and $\hat{Z}_{1,\pi}, \ldots, \hat{Z}_{m,\pi}$ are i.i.d.. Let

$$W_\pi = \frac{1}{m} \sum_{k=1}^{m} \hat{Z}_{k,\pi}. \quad (31)$$

It is easy to see that

$$1-\hat{\sigma}^2 = E_\pi [W_\pi],$$

where $E_\pi$ denotes the expectation over the randomness of $\pi$. By Lemma 1 of Hoeffding [1963],

$$E[e^{\lambda \hat{Z}_{k,\pi}}] \leq \sigma^2 + (1-\sigma^2)e^\lambda. \quad (32)$$

This implies that for any $\pi$,

$$E[e^{\lambda m W_\pi}] \leq (\sigma^2 + (1-\sigma^2)e^\lambda)^m. \quad (33)$$

Since $z \mapsto e^{\lambda z}$ is convex, by Jensen’s inequality,

$$E[e^{\lambda m (1-\sigma^2)}] = E[e^{\lambda m E_\pi [W_\pi]}] \leq E_\pi E[e^{\lambda m W_\pi}] \leq (\sigma^2 + (1-\sigma^2)e^\lambda)^m. \quad (34)$$

By Markov’s inequality, for any $\lambda \geq 0$,

$$P(\hat{\sigma}^2 \leq x) = P(1-\sigma^2 \geq 1-x) \leq \left(\frac{e^{-\lambda(1-x)}}{(\sigma^2 + (1-\sigma^2)e^\lambda)}\right)^m. \quad (35)$$

Let $\lambda = \log((1-x)^2/x(1-\sigma^2))$. For any $x \leq \sigma^2, \lambda \geq 0$. The tail inequality can be proved via some algebra.

2. By equation (3.1) of Bentkus et al. [2004], for any $\pi$,

$$P(\hat{\sigma}^2 \geq 1-x) \leq \inf_{t \leq 1-x} \frac{E(\hat{\sigma}^2 - t)_+}{1-x-t} = \inf_{t \leq 1-x} \frac{E(\pi W_\pi - t)_+}{1-x-t}. \quad (36)$$

Since $z \mapsto (z-t)_+$ is convex, by Jensen’s inequality,

$$E(\pi W_\pi - t)_+ \leq E_\pi E(W_\pi - t)_+. \quad (37)$$

By Lemma 4.3 of Bentkus et al. [2004],

$$E(W_\pi - t)_+ \leq E(\text{Bin} \ (m, 1-\sigma^2) / m - t)_+. \quad (38)$$

By Lemma 4.2 of Bentkus et al. [2004], if $m(1-x)$ is an integer,

$$\inf_{t \leq 1-x} \frac{E(\text{Bin}(m, 1-\sigma^2) / m - t)_+}{1-x-t} \leq e P(\text{Bin}(m, 1-\sigma^2) \geq m(1-x)) = e P(\text{Bin}(m, \sigma^2) \leq mx). \quad (39)$$

The proof is completed by putting pieces together. \[\square\]
C.2 Tighter DiT O-values

By Theorem 3.3, DiT O-values rely on confidence envelopes of the distributions $P_1$ and $P_0$. Although the DKWM inequality has a tight constant for the $\ell_\infty$ perturbation bound $\sup |\hat{P}_1(A) - P_1(A)|$, the resulting confidence bound is uninformative when

$$\hat{P}_1(A) < \sqrt{\log(4/\alpha)/2n}$$

or

$$\hat{P}_1(A) > 1 - \sqrt{\log(4/\alpha)/2n}.$$

Since $O_{DiT}^+$ in Theorem 3.3 is likely attained at events with extreme probabilities, the DKWM inequality may be conservative.

To improve the bounds for rare events, Bates et al. [2021b] develop an upper confidence band of the CDF based on the generalized Simes’ inequality [Sarkar et al., 2008].

**Proposition C.3** (Bates et al. [2021b], Theorem 4 and Proposition 3). Let $b_0(\delta) = 0, b_{m+1}(\delta) = 1$, and

$$b_{m+1-i}(\delta) = 1 - \delta^{1/k} \left( \frac{i \cdots (i-k+1)}{m \cdots (m-k+1)} \right)^{1/k}, \quad i = 1, \ldots, m.$$

Further let $h_{\text{Simes}}(\cdot; \delta) : [0,1] \to [0,1]$ be a piece-wise constant function such that

$$h_{\text{Simes}}(t; \delta) = b_{\lceil (m+1) t \rceil}(\delta), \quad t \in [0,1].$$

With the same notation as in Proposition 3.2,

$$\mathbb{P} \left[ F(z) \leq h_{\text{Simes}}(F_m(z); \delta), \forall z \in \mathbb{R} \right] \geq 1 - \delta.$$

Bates et al. [2021b] recommend $k = m/2$ for which

$$h_{\text{Simes}} \left( \frac{1}{m}; \delta \right) = 1 - \delta^{2/m} = 1 - \exp \left\{ - \frac{2}{m} \log \left( \frac{1}{\delta} \right) \right\} \approx \frac{2 \log(1/\delta)}{m}.$$

When $\delta = 0.01, m = 1000$, the Simes’ upper confidence bound is 0.0092 while the DKWM bound is 0.049, which is more than five times larger. On the other hand, Proposition C.3 is loose when $F_m(z)$ is large. For example, the bound is 1 when $F_m(z) \geq k/(m+1) \approx 0.5$. To take the best of the worlds, we consider a hybrid upper confidence band by applying the Bonferroni correction on Simes’ and DKWM inequalities, i.e.,

$$\hat{P}_1^*(\cdot; \delta) = \min \left\{ h_{\text{Simes}} \left( \hat{F}_l(z); \frac{\delta}{2} \right), \hat{F}_l(z) + \sqrt{\frac{\log(2/\delta)}{2m}} \right\}.$$

The generalized Simes’ inequality only provides an upper confidence bound. To obtain a tighter lower confidence bound for rare events, we invoke Dempster’s line crossing probability identity.

**Proposition C.4** (Dempster [1959], equation (10)). With the same setting as in Proposition C.3,

$$\mathbb{P} \left[ \hat{F}_m(z) \leq b + \frac{1-b}{1-a} F(z), \forall z \in \mathbb{R} \right] = 1 - \Delta_{\text{Dempster}}(a, b; m),$$

for any $a, b \in (0, 1)$, where

$$\Delta_{\text{Dempster}}(a, b; m) \triangleq a \sum_{j=0}^{\left\lfloor m(1-b) \right\rfloor} \frac{m!}{j!(m-j)!} \left( a + \frac{1-a}{1-b} \frac{j}{m} \right)^{j-1} \left( 1 - a - \frac{1-a}{1-b} \frac{j}{m} \right)^{m-j}.$$

For any $b, \delta \in (0, 1)$, let $a(b; \delta)$ be the solution of

$$\Delta_{\text{Dempster}}(a, b; m) = \delta.$$
The Proposition C.4 implies that
\[ P \left[ F(z) \geq \frac{1 - a(b; \delta)}{1 - b} \max \{0, \hat{F}_m(z) - b\}, \forall z \in \mathbb{R} \right] = 1 - \delta. \]

Here, we set \( b = 5/m \) so that the bound is informative whenever \( \hat{F}_m(z) > 5/m \). For example, when \( \delta = 0.01, m = 1000, a(5/m; \delta) = 0.37 \). Then the resulting lower confidence band is
\[ \frac{1 - a(5/m; \delta)}{1 - 5/m} \cdot \max \left\{ 0, \hat{F}_m(z) - \frac{5}{m} \right\} = 0.632 \cdot \max \left\{ 0, \hat{F}_m(z) - 0.005 \right\}. \]

The DKWM bound becomes non-zero only when \( \hat{F}_l(z) > \sqrt{\log(2/\delta)/2m} = 0.051 \), at which the above bound is 0.029.

As with the Simes’ upper confidence band, the Dempster’s lower confidence band is loose when \( \hat{F}_l(z) \) is large. For example, when \( \delta = 0.01, m = 1000, \hat{F}_l(z) = 0.25 \), the DKWM bound is 0.198 and the Dempster’s bound is 0.155. Therefore, we apply the Bonferroni correction to obtain the best of the worlds, i.e.,
\[ \hat{P}^{-}([0, x]; \delta) = \min \left\{ \frac{1 - a(5/m; \delta)}{1 - 5/m} \cdot \max \left\{ 0, \hat{F}_m(z) - \frac{5}{m} \right\}, \hat{F}_l(x) - \sqrt{\log(2/\delta)/2m} \right\}. \tag{32} \]

Finally, to obtain confidence envelopes for \( P_l([x, 1]) \), we replace \( S_i \) by \( 1 - S_i \) and apply (31) and (32). To guarantee the simultaneity, we set \( \delta = \alpha/8 \) because eight confidence bands are constructed.

### C.3 Tighter DiR O-values

Bates et al. [2021a] develop a substantially tighter concentration inequality for U-statistics that blend three different bounds [Hoeffding, 1963, Bentkus et al., 2004, Maurer, 2006].

**Proposition C.5** (Hoeffding–Bentkus–Maurer inequality for bounded U-statistics of order two). Let \( Z_1, \ldots, Z_n \) be i.i.d. and \( \phi(z, z') \) be a symmetric bounded kernel taking values in [0, 1]. Let \( S = \frac{1}{n(n-1)} \sum_{i \neq j} \phi(Z_i, Z_j), \quad \mu = \mathbb{E}[S]. \)

Let \( m = \lfloor n/2 \rfloor \) and \( h(a; b) \) be defined as in Proposition C.2. Then, for any \( t \in (0, \mu) \),
\[ P(S \leq t) \leq \min \left( \exp \left\{ -mh(t; \mu) \right\}, eP \left( \text{Bin}(m; \mu) \leq [mt] \right) \right) \inf_{\nu > 0} \exp \left\{ -\frac{nn\nu}{2} \left( \frac{\mu}{1 + 2G(\nu)} - t \right) \right\}, \tag{33} \]

where \( G(\nu) = (e^\nu - \nu - 1)/\nu \).

Note that the first two terms are the same as the Proposition C.2. Let \( H(t; \mu) \) denote the RHS of (33). Similar to the upper confidence bound \( \hat{\sigma}^+ \) in Appendix C.1, (33) implies an upper confidence bound for \( S \) as
\[ \hat{\mu}^+(\delta) = \sup \left\{ \mu : H(S; \mu) > \alpha \right\}. \tag{34} \]

For a reasonably good propensity score estimator, \( p_* \) is expected to be above 1/2. In this case, we can safely replace bounded \( \max\{p^*, 1 - p^*\} \) from below by a lower confidence bound of \( p^* \), or equivalently one minus an upper confidence bound of \( 1 - p^* \). Let \( \hat{U} = 2(1 - \hat{U}) \). Then \( \hat{U} \) is a U-statistics of order 2 with a kernel bounded by \( 1 \) and
\[ \mathbb{E}[\hat{U}] = 2n(n-1)\pi(1 - \pi)(1 - p_*). \]
Applying (34) on $\hat{U}/n(n-1)$ with $\alpha$, we can obtain an upper confidence bound $\hat{\mu}^+$ for $2\pi(1-\pi)(1-p_*)$ in the sense that
$$P\left(2\pi(1-\pi)(1-p_*) \leq \hat{\mu}^+\right) \geq 1 - \alpha.$$ This implies
$$P\left((1-\pi)(2p_* - 1) \geq \pi(1-\pi) - \hat{\mu}^+\right) \geq 1 - \alpha.$$ As a result, with probability at least $1 - \alpha$,
$$\pi(1-\pi)|1 - 2p_*| \geq \max\{\pi(1-\pi) - \hat{\mu}^+, 0\}.$$ Recall that
$$O^+_{DiR} = \frac{1}{2} - \pi(1-\pi)|1 - 2p_*| - \sqrt{\frac{(1-2\pi)^2}{4} + \pi^2(1-\pi)^2(1-2p_*)^2}.$$ For any $a \in \mathbb{R}$, the mapping $y \mapsto -y - \sqrt{a^2 + y^2}$ has derivative $-1 - y/\sqrt{a^2 + y^2} < 0$. Thus, $O^+_{DiR}$ is decreasing in $\pi(1-\pi)|1 - 2p_*|$. Therefore, replacing $\pi(1-\pi)|1 - 2p_*|$ by $\max\{\pi(1-\pi) - \hat{\mu}^+, 0\}$ yields a valid DiR O-value.

C.4 Tighter CE O-values

Proposition 3.4 holds for any empirical process with bounded envelopes and VC dimension 1. Nevertheless, we can sharpen the bound by utilizing the special structure of the classification error. Throughout this section, we assume that $S$ is a continuous; otherwise we perturb $S$ by a tiny random noise (e.g., $\text{Unif}([0, 10^{-9}])$). Then the classification error can be decomposed as
$$E(\eta) = P[T \neq I(S \geq \eta)] = P(T = 1)P(S < \eta | T = 1) + P(T = 0)P(S > \eta | T = 0) = \pi P_1([0, \eta]) + (1 - \pi)P_0([\eta, 1]).$$ Then we can derive upper confidence bands $\hat{P}_1^+(\cdot; \delta)$ and $\hat{P}_0^+(\cdot; \delta)$ for $P_1(\cdot)$ and $P_0(\cdot)$, respectively, using the same techniques for DiT O-values in Section C.2. The uniformity implies that
$$P\left(E(\eta) \leq \pi \hat{P}_1^+\left([0, \eta]: \frac{\alpha}{2}\right) + (1 - \pi)\hat{P}_0^+\left([\eta, 1]: \frac{\alpha}{2}\right), \forall \eta \in [0, 1]\right) \geq 1 - \alpha.$$ This induces a valid upper confidence bound for $O^*$:
$$1 - \sup_{\eta \in [0, 1]} \left\{\pi \hat{P}_1^+\left([0, \eta]: \frac{\alpha}{2}\right) + (1 - \pi)\hat{P}_0^+\left([\eta, 1]: \frac{\alpha}{2}\right)\right\}.$$ D Additional Numerical Results for Lalonde data

In this section, we compute all types of O-values discussed in the main text on Lalonde data. This includes (1) exact DiM, DiT, DiR, and CE O-values and approximate DiM, DiR, and CE O-values for population overlap slacks for ATE, ATT, and ATC, (2) exact and approximate CE O-values for quantile overlap slack $O^*_\gamma$ with $\gamma = 0.95$, and (3) exact and approximate CE and QVar O-values for $O^*_p$. For all O-values, we consider three estimators of propensity scores: Gradient Boosting, Random Forest, and Logistic Regression. We compute the efficiency loss on 50 independent splits and present the boxplots in Figure 5 - 9.
Figure 5: Boxplots of normalized O-values across 50 data splits for population overlap slacks for ATE. The normalized O-value is defined as $\max\{0, 1 - \hat{O}/\min\{\hat{\pi}, 1 - \hat{\pi}\}\}$. "ext." and "app." are short for "exact" and "approximate", respectively. Each panel corresponds to a control group.
Figure 6: Boxplots of normalized O-values across 50 data splits for population overlap slacks for ATE. The normalized O-value is defined as \( \max\{0, \hat{O}/(1 - \hat{\pi})\} \). Other details are same as Figure 5.
Figure 7: Boxplots of normalized O-values across 50 data splits for population overlap slacks for ATC. The normalized O-value is defined as $\max\{0, \hat{O}/\hat{\pi}\}$. Other details are same as Figure 5.
The normalized O-value is defined as $\max\{0, \hat{O}/ \min\{\hat{\pi}, 1 - \hat{\pi}\}\}$. Other details are same as Figure 5.

Figure 8: Boxplots of normalized O-values across 50 data splits for quantile overlap slacks $O^*_{0.95}$. The normalized O-value is defined as $\max\{0, \hat{O}/ \min\{\hat{\pi}, 1 - \hat{\pi}\}\}$. Other details are same as Figure 5.
Figure 9: Boxplots of normalized O-values across 50 data splits for quantile overlap slacks $O_{0.95}^*$. The normalized O-value is defined as $\max\{0, \hat{O}/\hat{\pi}(1 - \hat{\pi})\}$. Other details are same as Figure 5.